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Chapter 1 
The Ethics of Artificial Intelligence: 
An Introduction 

Abstract This chapter introduces the themes covered by the book. It provides an 
overview of the concept of artificial intelligence (AI) and some of the technologies 
that have contributed to the current high level of visibility of AI. It explains why using 
case studies is a suitable approach to engage a broader audience with an interest in 
AI ethics. The chapter provides a brief overview of the structure and logic of the 
book by indicating the content of the cases covered in each section. It concludes by 
identifying the concept of ethics used in this book and how it is located in the broader 
discussion of ethics, human rights and regulation of AI. 

Keywords Artificial intelligence ·Machine learning · Deep learning ethics 
The ethical challenges presented by artificial intelligence (AI) are one of the biggest 
topics of the twenty-first century. The potential benefits of AI are said to be numerous, 
ranging from operational improvements, such as the reduction of human error (e.g. 
in medical diagnosis), to the use of robots in hazardous situations (e.g. to secure a 
nuclear plant after an accident). At the same time, AI raises many ethical concerns, 
ranging from algorithmic bias and the digital divide to serious health and safety 
concerns. 

The field of AI ethics has boomed into a global enterprise with a wide variety of 
players. Yet the ethics of artificial intelligence (AI) is nothing new. The concept of 
AI is almost 70 years old (McCarthy et al. 2006) and ethical concerns about AI have 
been raised since the middle of the twentieth century (Wiener 1954; Dreyfus 1972; 
Weizenbaum 1977). The debate has now gained tremendous speed thanks to wider 
concerns about the use and impact of better algorithms, the growing availability of 
computing resources and the increasing amounts of data that can be used for analysis 
(Hall and Pesenti 2017). 

These technical developments have favoured specific types of AI, in particular 
machine learning (Alpaydin 2020; Faggella 2020), of which deep learning is one 
popular form (see box) (LeCun et al. 2015). The success of these AI approaches 
led to a rapidly expanding set of uses and applications which frequently resulted

© The Author(s) 2023 
B. C. Stahl et al., Ethics of Artificial Intelligence, 
SpringerBriefs in Research and Innovation Governance, 
https://doi.org/10.1007/978-3-031-17040-9_1 
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2 1 The Ethics of Artificial Intelligence: An Introduction

in consequences that were deemed ethically problematic, such as unfair or illegal 
discrimination, exclusion and political interference. 

Deep Learning 

Deep learning is one of the approaches to machine learning that have led to the 
remarkable successes of AI in recent years (Bengio et al. 2021). The development of 
deep learning is a result of the use of artificial neural networks, which are attempts 
to replicate or simulate brain functions. Natural intelligence arises from parallel 
networks of neurons that learn by adjusting the strengths of their connections. Deep 
learning attempts to perform brain-like activities using statistical measures to deter-
mine how well a network is performing. Deep learning derives its name from deep 
neural networks, i.e. networks with many layers. It has been successfully applied to 
problems ranging from image recognition to natural speech processing. Despite its 
successes, deep learning has to contend with a range of limitations (Cremer 2021). 
It is open to debate how much further machine learning based on approaches like 
deep learning can progress and whether fundamentally different principles might be 
required, such as the introduction of causality models (Schölkopf et al. 2021). 

With new uses of AI, AI ethics has flourished well beyond academia. For instance, 
the Rome Call for AI Ethics,1 launched in February 2020, links the Vatican with 
the UN Food and Agriculture Organization (FAO), Microsoft, IBM and the Italian 
Ministry of Innovation. Another example is that UNESCO appointed 24 experts from 
around the world in July 2021 and launched a worldwide online consultation on AI 
ethics and facilitated dialogue with all UNESCO member states. Media interest is 
also considerable, although some academics consider the treatment of AI ethics by 
the media as “shallow” (Ouchchy et al. 2020). 

One of the big problems that AI ethics and ethicists might face is the opaqueness 
of what is actually happening in AI, given that a good grasp of an activity itself is 
very helpful in determining its ethical issues. 

[I]t is not the role nor to be expected of an AI Ethicist to be able to program the systems 
themselves. Instead, a strong understanding of aspects such as the difference between super-
vised and unsupervised learning, what it means to label a dataset, how consent of the user is 
obtained – essentially, how a system is designed, developed, and deployed – is necessary. In 
other words, an AI Ethicist must comprehend enough to be able to apprehend the instances 
in which key ethical questions must be answered (Gambelin 2021). 

There is thus an expectation that AI ethicists are familiar with the technology, yet 
“[n]o one really knows how the most advanced algorithms do what they do” (Knight 
2017), including AI developers themselves. 

Despite this opacity of AI in its current forms, it is important to reflect on and 
discuss which ethical issues can arise due to its development and use. The approach 
to AI ethics we have chosen here is to use case studies, as “[r]eal experiences in AI 
ethics present … nuanced examples” (Brusseau 2021) for discussion, learning and

1 https://www.romecall.org/. 
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analysis. This approach will enable us to illustrate the main ethical challenges of AI, 
often with reference to human rights (Franks 2017). 

Case studies are a proven method for increasing insights into theoretical concepts 
by illustrating them through real-world situations (Escartín et al. 2015). They also 
increase student participation and enhance the learning experience (ibid) and are 
therefore well-suited to teaching (Yin 2003). 

We have therefore chosen the case study method for this book. We selected 
the most significant or pertinent ethical issues that are currently discussed in the 
context of AI (based on and updated from Andreou et al. 2019 and other sources) 
and dedicated one chapter to each of them. 

The structure of each chapter is as follows. First, we introduce short real-life 
case vignettes to give an overview of a particular ethical issue. Second, we present 
a narrative assessment of the vignettes and the broader context. Third, we suggest 
ways in which these ethical issues could be addressed. This often takes the form 
of an overview of the tools available to reduce the ethical risks of the particular 
case; for instance, a case study of algorithmic bias leading to discrimination will be 
accompanied by an explanation of the purpose and scope of AI impact assessments. 
Where tools are not appropriate, as human decisions need to be made based on 
ethical reasoning (e.g. in the case of sex robots), we provide a synthesis of different 
argument strategies. Our focus is on real-life scenarios, most of which have already 
been published by the media or research outlets. Below we present a short overview 
of the cases. 

Unfair and Illegal Discrimination (Chap. 2) 

The first vignette deals with the automated shortlisting of job candidates by an AI 
tool trained with CVs (résumés) from the previous ten years. Notwithstanding efforts 
to address early difficulties with gender bias, the company eventually abandoned the 
approach as it was not compatible with their commitment to workplace diversity and 
equality. 

The second vignette describes how parole was denied to a prisoner with a model 
rehabilitation record based on the risk-to-society predictions of an AI system. It 
became clear that subjective personal views given by prison guards, who may have 
been influenced by racial prejudices, led to an unreasonably high risk score. 

The third vignette tells the story of an engineering student of Asian descent whose 
passport photo was rejected by New Zealand government systems because his eyes 
were allegedly closed. This was an ethnicity-based error in passport photo recog-
nition, which was also made by similar systems elsewhere, affecting, for example, 
dark-skinned women in the UK. 

Privacy (Chap. 3) 

The first vignette is about the Chinese social credit scoring system, which uses a large 
number of data points to calculate a score of citizens’ trustworthiness. High scores 
lead to the allocation of benefits, whereas low scores can result in the withdrawal of 
services.
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The second vignette covers the Saudi Human Genome Program, with predicted 
benefits in the form of medical breakthroughs versus genetic privacy concerns. 

Surveillance Capitalism (Chap. 4) 

The first vignette deals with photo harvesting from services such as Instagram, 
LinkedIn and YouTube in contravention of what users of these services were likely 
to expect or have agreed to. The relevant AI software company, which specialises in 
facial recognition software, reportedly holds ten billion facial images from around 
the world. 

The second vignette is about a data leak from a provider of health tracking services, 
which made the health data of 61 million people publicly available. 

The third vignette summarises Italian legal proceedings against Facebook for 
misleading its users by not explaining to them in a timely and adequate manner, 
during the activation of their account, that data would be collected with commercial 
intent. 

Manipulation (Chap. 5) 

The first vignette covers the Facebook and Cambridge Analytica scandal, which 
allowed Cambridge Analytica to harvest 50 million Facebook profiles, enabling the 
delivery of personalised messages to the profile holders and a wider analysis of 
voter behaviour in the run-up to the 2016 US presidential election and the Brexit 
referendum in the same year. 

The second vignette shows how research is used to push commercial products to 
potential buyers at specifically determined vulnerable moments, e.g. beauty products 
being promoted at times when recipients of online commercials are likely to feel least 
attractive. 

Right to Life, Liberty and Security of Person (Chap. 6) 

The first vignette is about the well-known crash of a Tesla self-driving car, killing 
the person inside. 

The second vignette summarises the security vulnerabilities of smart home hubs, 
which can lead to man-in-the-middle attacks, a type of cyberattack in which the secu-
rity of a system is compromised, allowing an attacker to eavesdrop on confidential 
information. 

The third vignette deals with adversarial attacks in medical diagnosis, in which 
an AI-trained system could be fooled to the extent of almost 70% with fake images. 

Dignity (Chap. 7) 

The first vignette describes the case of an employee who was wrongly dismissed and 
escorted off his company’s premises by security guards, with implications for his 
dignity. The dismissal decision was based on opaque decision-making by an AI tool, 
communicated by an automatic system. 

The second vignette covers sex robots, in particular whether they are an affront 
to the dignity of women and female children.
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Similarly, the third vignette asks whether care robots are an affront to the dignity 
of elderly people. 

AI for Good and the UN’s Sustainable Development Goals (Chap. 8) 

The first vignette shows how seasonal climate forecasting in resource-limited settings 
has led to the denial of credits for poor farmers in Zimbabwe and Brazil and the 
accelerated the layoff of workers in the fishing industry in Peru. 

The second vignette deals with a research team from a high-income country 
requesting vast amounts of mobile phone data from users in Sierra Leone, Guinea 
and Liberia to track population movements during the Ebola crisis. Commentators 
argued that the time spent negotiating the request with seriously under-resourced 
governance structures should have been used to handle the escalating Ebola crisis. 

This is a book of AI ethics case studies and not a philosophical book on ethics. 
We nevertheless need to be clear about our use of the term “ethics”. We use the 
concept of ethics cognisant of the venerable tradition of ethical discussion and of 
key positions such as those based on an evaluation of the duty of an ethical agent 
(Kant 1788, 1797), the consequences of an action (Bentham 1789; Mill 1861), the 
character of the agent (Aristotle 2000) and the keen observation of potential biases 
in one’s own position, for instance through using an ethics of care (Held 2005). 
We slightly favour a Kantian position in several chapters, but use and acknowledge 
others. We recognize that there are many other ethical traditions beyond the dominant 
European ones mentioned here, and we welcome debate about how these may help 
us understand further aspects of ethics and technology. We thus use the term “ethics” 
in a pluralistic sense. 

This approach is pluralistic because it is open to interpretations from the perspec-
tive of the main ethical theories as well as other theoretical positions, including more 
recent attempts to develop ethical theories that are geared more specifically to novel 
technologies, such as disclosive ethics (Brey 2000), computer ethics (Bynum 2001), 
information ethics (Floridi 1999) and human flourishing (Stahl 2021). 

Our pluralistic reading of the ethics of AI is consistent with much of the relevant 
literature. A predominant approach to AI ethics is the development of guidelines 
(Jobin et al. 2019), most of which are based on mid-level ethical principles typically 
developed from the principles of biomedical ethics (Childress and Beauchamp 1979). 
This is also the approach adopted by the European Union’s High-Level Expert Group 
on AI (AI HLEG 2019). The HLEG’s intervention has been influential, as it has 
had a great impact on the discussion in Europe, which is where we are physically 
located and which is the origin of the funding for our work (see Acknowledgements). 
However, there has been significant criticism of the approach to AI ethics based on 
ethical principles and guidelines (Mittelstadt 2019; Rességuier and Rodrigues 2020). 
One key concern is that it remains far from the application and does not explain how 
AI ethics can be put into practice. With the case-study-based approach presented in 
this book, we aim to overcome this point of criticism, enhance ethical reflection and 
demonstrate possible practical interventions. 

We invite the reader to critically accompany us on our journey through cases of 
AI ethics. We also ask the reader to think beyond the cases presented here and ask
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fundamental questions, such as whether and to what degree the issues discussed here 
are typical or exclusively relevant to AI and whether one can expect them to be 
resolved. 

Overall, AI is an example of a current and dynamically developing technology. 
An important question is therefore whether we can keep reflecting and learn anything 
from the discussion of AI ethics that can be applied to future generations of technolo-
gies to ensure that humanity benefits from technological progress and development 
and has ways to deal with the downsides of technology. 
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Chapter 2 
Unfair and Illegal Discrimination 

Abstract There is much debate about the ways in which artificial intelligence (AI) 
systems can include and perpetuate biases and lead to unfair and often illegal discrim-
ination against individuals on the basis of protected characteristics, such as age, race, 
gender and disability. This chapter describes three cases of such discrimination. It 
starts with an account of the use of AI in hiring decisions that led to discrimination 
based on gender. The second case explores the way in which AI can lead to discrim-
ination when applied in law enforcement. The final example looks at implications of 
bias in the detection of skin colour. The chapter then discusses why these cases are 
considered to be ethical issues and how this ethics debate relates to well-established 
legislation around discrimination. The chapter proposes two ways of raising aware-
ness of possible discriminatory characteristics of AI systems and ways of dealing 
with them: AI impact assessments and ethics by design. 

Keywords Discrimination · Bias · Gender · Race · Classification · Law 
enforcement · Predictive policing · AI impact assessment · Ethics by design 

2.1 Introduction 

Concern at discrimination is probably the most widely discussed and recognised 
ethical issue linked to artificial intelligence (AI) (Access Now 2018; Latonero 2018; 
Muller 2020). In many cases an AI system analyses existing data which was collected 
for purposes other than the ones that the AI system is pursuing and therefore typi-
cally does so without paying attention to properties of the data that may facilitate 
unfair discrimination when used by the AI system. Analysis of the data using AI 
reveals underlying patterns that are then embedded in the AI model used for decision-
making. In these cases, which include our examples of gender bias in staff recruitment 
and predictive policing that disadvantages segments of the population, the system 
perpetuates existing biases and reproduces prior practices of discrimination. 

In some cases, discrimination occurs through other mechanisms, for example 
when a system is exposed to real-world data that is fundamentally different from the 
data it was trained on and cannot process the data correctly. Our case of systems that

© The Author(s) 2023 
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misclassify people from ethnic groups that are not part of the training data falls into 
this category. In this case the system works in a way that is technically correct, but 
the outputs are incorrect, due to a lack of correspondence between the AI model and 
the input data. 

These examples of AI-enabled discrimination have in common that they violate 
a human right (see box) that individuals should not be discriminated against. That is 
why these systems deserve attention and are the subject of this chapter. 

Universal Declaration of Human Rights, Article 7 

“All are equal before the law and are entitled without any discrimination to equal 
protection of the law. All are entitled to equal protection against any discrimination 
in violation of this Declaration and against any incitement to such discrimination.” 
(UN 1948) 

2.2 Cases of AI-Enabled Discrimination 

2.2.1 Case 1: Gender Bias in Recruitment Tools 

Recruiting new members of staff is an important task for an organisation, given that 
human resources are often considered the most valuable assets a company can have. 
At the same time, recruitment can be time- and resource-intensive. It requires organ-
isations to scrutinise job applications and CVs, which are often non-standardised, 
complex documents, and to make decisions on shortlisting and appointments on the 
basis of this data. It is therefore not surprising that recruitment was an early candidate 
for automation by machine learning. One of the most high-profile examples of AI 
use for recruitment is an endeavour by Amazon to automate the candidate selection 
process. 

In 2014, Amazon started to develop and use AI programs to mechanise highly time-
intensive human resources (HR) work, namely the shortlisting of applicants for jobs. 
Amazon “literally wanted it to be an engine where I’m going to give you 100 résumés, 
it will spit out the top five, and we’ll hire those” (Reuters 2018). The AI tool was 
trained on CVs submitted over an earlier ten-year period and the related staff appoint-
ments. Following this training, the AI tool discarded the applications of female appli-
cants, even where no direct references to applicants’ gender were provided. Given the 
predominance of successful male applicants in the training sample, Amazon found 
that the system penalised language such as “women’s chess club captain” for not 
matching closely enough the successful male job applicants of the past. While devel-
opers tried to modify the system to avoid gender bias, Amazon abandoned its use in 
the recruitment process in 2015 as a company “committed to workplace diversity and 
equality” (ibid).
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At first this approach seemed promising, as HR departments have ample training 
data in the form of past applications. A machine learning system can thus be trained 
to distinguish between successful and unsuccessful past applications and identify 
features of applications that are predictors of success. This is exactly what Amazon 
did. The result was that the AI systematically discriminated against women. 

When it became clear that women were being disadvantaged by recruitment based 
on AI, ways were sought to fix the problem. The presumptive reason for the outcome 
was that there were few women in the training sample, maybe because the tech sector 
is traditionally male dominated, or maybe reflecting biases in the recruitment system 
overall. It turned out, however, that even removing direct identifiers of sex and gender 
did not level the playing field, as the AI found proxy variables that still pointed to 
gender, such as place of study (e.g., all-female college) and feminised hobbies. 

AI systems are only as good as the data they’re trained on and the humans that build them. 
If a résumé-screening machine-learning tool is trained on historical data, such as résumés 
collected from a company’s previously hired candidates, the system will inherit both the 
conscious and unconscious preferences of the hiring managers who made those selections 
(Heilweil 2019). 

In the case of Amazon this eventually led to the company’s abandoning the 
use of AI for hiring, as explained in the case description. However, the funda-
mental challenge of matching large numbers of candidates for recruitment with large 
numbers of open positions on the basis of complex and changing selection criteria 
remains. For instance, Vodafone is reported to have used AI systems to analyse over 
100,000 graduate applications for 1,000 jobs (Kaur 2021). Since 2019, the COVID-
19 pandemic has accelerated the use of AI recruitment, with predictions that 16% of 
HR recruitment jobs will have disappeared by 2029 (ibid). 

AI can also, it is claimed, be used as a tool for measuring psychological, emotional 
and personality features during video interviews (Heilweil 2019). Online interviews 
have become the norm under COVID-19 lockdowns, and this trend seems set to 
continue, so the use of AI technology in these contexts may increase. However, tools 
that interpret facial features may manifest limitations similar to those of recruitment 
AI, although their impact is not as widely publicised as that of the Amazon case. 
This means that sustained ethical alertness is required when it comes to preventing 
violations of the human right to non-discrimination. Or, as a human rights commen-
tator has noted, the problem of “garbage in, garbage out” (Lentz 2021) has to be 
solved before HR departments can use AI in an ethical manner to substitute human 
for machine decision-making.
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2.2.2 Case 2: Discriminatory Use of AI in Law Enforcement 
and Predictive Policing 

Glenn Rodríguez had been arrested at the age of 16 for his role in the armed robbery 
of a car dealership, which left one employee dead. In 2016, 25 years later, he applied 
to the parole board of the Eastern Correctional Facility in upstate New York for early 
release. He had a model rehabilitation record at the time (Wexler 2017b). Parole was 
denied. The justification given by the board was that an AI system called COMPAS had 
predicted him to be “high risk” and the board “concluded that … release to supervision 
is not compatible with the welfare of society” (Wexler 2017a). The parole board had 
no knowledge of how the COMPAS risk score was calculated, as the company that 
had developed the system considered their algorithm a trade secret (ibid). Through 
cross-referencing with other inmates’ scores, Rodríguez found out that the reason for 
his high-risk score was a subjective personal view given by prison guards, who may 
have been influenced by racial prejudices. In the end, he was released early. However, 
“had he been able to examine and contest the logic of the COMPAS system to prove 
that its score gave a distorted picture of his life, he might have gone home much 
earlier” (Wexler 2017b) 

Rodríguez’s case is an example of the discriminatory use of AI in criminal justice, 
which also includes prominent AI applications for the purposes of predictive policing. 
“Predictive policing makes use of information technology, data, and analytical tech-
niques in order to identify likely places and times of future crimes or individuals 
at high risk of [re-]offending or becoming victims of crime.” (Mugari and Obioha 
2021: 1). The idea behind predictive policing is that existing law enforcement data 
can improve the targeting of policing interventions. Police resources are limited and it 
would be desirable to focus them where they are most likely to make a difference, that 
is, to disrupt or prevent crime or, once crime has been committed, to protect victims, 
arrest offenders etc. Predictive policing uses past crime data to detect patterns suit-
able for extrapolation into the future, thereby, one hopes, helping police to identify 
locations and times when crime is most likely to occur. This is where resources are 
then deployed. 

These ideas sound plausible and are already implemented in many jurisdictions. 
The most high-profile cases are from the US, where police have been developing 
and using predictive policing tools in Chicago, Los Angeles, New Orleans and New 
York since as far back as 2012 (McCarthy 2019). In the UK, research by an NGO 
showed that “at least 14 UK police forces have used or intend to use … computer 
algorithms to predict where crime will be committed and by whom” (Liberty n.d.). 
It is also known that China, Denmark, Germany, India, the Netherlands, and Japan 
are testing and possibly deploying predictive policing tools (McCarthy 2019). 

While the idea of helping the police do their job better, and possibly at reduced 
cost, will be welcomed by many, the practice of predictive policing has turned out 
to be ethically problematic. The use of past crime data means that historical patterns 
are reproduced, and this may become a self-fulfilling prophecy.
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For example, areas that historically have high crime rates tend to be those that 
have lower levels of wealth and educational attainment among the population, as well 
as higher percentages of migrants or stateless people. Using predictive policing tools 
means that people who live in deprived areas are singled out for additional police 
attention, whether they have anything to do with perpetrating any crimes or not. Using 
algorithmic systems to support policing work has the potential to exacerbate already 
entrenched discrimination. It is worth pointing out, however, that given awareness 
of the issue, it is also conceivable that such systems could explicitly screen police 
activity for bias and help alleviate the problem. The AI systems used for predictive 
policing and law enforcement could be used to extract and visualise crime data that 
would make more obvious whether and how crime statistics are skewed in ways that 
might be linked to ethnic or racial characteristics. This, in turn, would provide a good 
starting point for a more detailed analysis of the mechanisms that contribute to such 
developments. 

This problem of possible discrimination in relation to specific geographical areas 
can also occur in relation to individuals. Automated biometric recognition can be 
used in police cameras, providing police officers with automated risk scores for 
people they interact with. This then disadvantages people with prior convictions or 
a past history of interaction with the police, which again tends to over-represent 
disadvantaged communities, notably those from ethnic minorities. The same logic 
applies further down the law enforcement chain, when the analysis of data from 
offenders is used to predict their personal likelihood of reoffending. When the AI 
tool which informed the decision to hold Glenn Rodríguez in prison for longer than 
necessary was later examined, it was found that “a disproportionate number of black 
defendants were ‘false positives’: they were classified by COMPAS as high risk but 
subsequently not charged with another crime.” (Courtland 2018). 

2.2.3 Case 3: Discrimination on the Basis of Skin Colour 

In 2016, a 22-year-old engineering student from New Zealand had his passport photo 
rejected by the systems of the New Zealand department of internal affairs because his 
eyes were allegedly closed. The student was of Asian descent and his eyes were open. 
The automatic photo recognition tool declared the photo invalid and the student could 
not renew his passport. He later told the press very graciously: “No hard feelings on my 
part, I’ve always had very small eyes and facial recognition technology is relatively 
new and unsophisticated” (Reuters 2016). Similar cases of ethnicity-based errors 
by passport photo recognition tools have affected dark-skinned women in the UK. 
“Photos of women with the darkest skin were four times more likely to be graded 
poor quality, than women with the lightest skin” (Ahmed 2020). For instance, a black 
student’s photo was declared unsuitable as her mouth was allegedly open, which it in 
fact was not (ibid).
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Zou and Schiebinger (2018) have explained how such discriminatory bias can 
occur. As noted earlier, one of the main reasons for discriminatory AI tools is the 
training sets used. 

Deep neural networks for image classification … are often trained on ImageNet … More 
than 45% of ImageNet data, which fuels research in computer vision, comes from the United 
States, home to only 4% of the world’s population. 

Hence, some groups are heavily over-represented in training sets while others are 
under-represented, leading to the perpetuation of ethnicity-based discrimination. 

2.3 Ethical Questions Concerning AI-Enabled 
Discrimination 

The reproduction of biases and resulting discrimination are among the most promi-
nent ethical concerns about AI (Veale and Binns 2017; Access Now Policy Team 
2018). Bias has been described as the “one of the biggest risks associated with AI” 
(PwC 2019: 13). 

The term “discrimination” has at least two distinct meanings, which differ signif-
icantly in terms of an ethical analysis (Cambridge Dictionary n.d.). On one hand 
“discrimination” means the ability to judge phenomena and distinguish between 
them in a reasonable manner. In this sense, the term has synonyms like “distinction” 
and “differentiation”. For instance, it is a good evolutionary trait for humans to have 
the ability to distinguish malaria-carrying mosquitoes from flies. The other more 
widespread contemporary meaning of the term focuses on the unjust or prejudicial 
application of distinctions made between people, in particular on the basis of their 
race, sex, age or disability. The former meaning can be ethically neutral, whereas 
the latter is generally acknowledged to be a significant ethical problem, hence article 
7 of the Universal Declaration of Human Rights (see box above). When we use the 
term “discrimination” in this discussion, we are talking about the ethically relevant 
type, which is also often illegal. 

However, being able to distinguish between phenomena is one of the strengths 
of AI. Machine-learning algorithms are specifically trained to distinguish between 
classes of phenomena, and their success in doing so is the main reason for the current 
emphasis on AI use in a wide field of applications. 

AI systems have become increasingly adept at drawing distinctions, at first 
between pictures of cats and pictures of dogs, which provided the basis for their 
use in more socially relevant fields, such as medical pathology, where they can 
distinguish images of cancer cells from those of healthy tissue, or in the business 
world, where they can distinguish fraudulent insurance claims from genuine ones. 
The problem is not identifying differences in the broad sense but discrimination on 
the basis of those particular characteristics. 

Unfair/illegal discrimination is a widespread characteristic of many social inter-
actions independent of AI use. While there is broad agreement that job offers should
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not depend on an applicant’s gender, and that judicial or law enforcement decisions 
should not depend on a person’s ethnicity, it is also clear that they often do, reflecting 
ingrained systemic injustices. An AI system that is trained on historical data that 
includes data from processes that structurally discriminated against people will repli-
cate that discrimination. As our case studies have shown, these underlying patterns 
in the data are difficult to eradicate. Attempts to address such problems by providing 
more inclusive data may offer avenues for overcoming them. However, there are 
many cases where no alternative relevant datasets exist. In such cases, which include 
law enforcement and criminal justice applications, the attempt to modify the data to 
reduce or eliminate underlying biases may inadvertently introduce new challenges. 

However, there are cases where the problem is not so much that no unbiased 
datasets exist but that the possibility of introducing biases through a poor choice 
of training data is not sufficiently taken into account. An example is unfair/illegal 
discrimination arising from poor systems design through a poor choice of training 
data. Our third case study points in this direction. When the images of 4% of the 
world population constitute 45% of the images used in AI system design (Zou and 
Schiebinger 2018), it is reasonable to foresee unfair/illegal discrimination in the 
results. 

This type of discrimination will typically arise when a machine-learning system 
is trained on data that does not fully represent the population that the system is meant 
to be applied to. Skin colour is an obvious example, where models based on data 
from one ethnic group do not work properly when applied to a different group. Such 
cases are similar to the earlier ones (Amazon HR and parole) in that there is a pre-
existing bias in the original data used to train the model. The difference between 
the two types of discrimination is the source of the bias in the training data. In the 
first two cases the biases were introduced by the systems involved in creating the 
data, i.e. in recruitment processes and law enforcement, where women and racial 
minorities were disadvantaged by past recruiters and past parole boards that had 
applied structurally sexist or racist perspectives. In the case of discrimination based 
on skin colour, the bias was introduced by a failure to select comprehensive datasets 
that included representation from all user communities. This difference is subtle and 
not always clear-cut. It may be important, however, in that ways of identifying and 
rectifying particular problems may differ significantly. 

Discrimination against people on the basis of gender, race, age etc. is not only 
an ethical issue; in many jurisdictions such discrimination is also illegal. In the 
UK, for example, the Equality Act (2010) defines nine protected characteristics: 
age, disability, gender reassignment, marriage and civil partnership, pregnancy and 
maternity, race, religion or belief, sex, and sexual orientation. Discrimination in the 
workplace and in wider society based on these protected characteristics is prohibited. 

The legal codification of the prohibition of such discrimination points to a strong 
societal consensus that such discrimination is to be avoided. It raises difficult ques-
tions, however, with regard to unfair discrimination that is based on characteristics 
other than the legally protected ones. It is conceivable that a system would identify
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patterns on the basis of other variables that we may not yet even be aware of. Individ-
uals could then be categorised in ways that are detrimental to them. This might not 
involve protected characteristics, but could still be perceived as unfair discrimination. 

Another example of a problematic variable is social class. It is well established that 
class is an important variable that determines not just individual life chances, but also 
the collective treatment of groups. Marx’s (2017) dictum that the history of all existing 
society is the history of class struggles exemplifies this position. Discrimination can 
happen because of a particular characteristic, such as gender, race or disability, 
but it often happens where individuals combine several of these characteristics that 
individually can lead to discrimination and, when taken together, exacerbate the 
discriminatory effect. The term “intersectionality” is sometimes used to indicate this 
phenomenon (Collins and Bilge 2020). Intersectionality has been recognised as a 
concern that needs to be considered in various aspects of information technology 
(IT), not only AI (Fothergill et al. 2019; Zheng and Walsham 2021). It points to 
the fact that the exact causes of discrimination will in practice often be difficult to 
identify, which raises questions about the mechanisms of unfair/illegal discrimination 
as well as ways of addressing them. If the person who is discriminated against is a 
black, disabled, working-class woman, then it may be impossible to determine which 
characteristic led to the discrimination, and whether the discrimination was based on 
protected characteristics and thus illegal. 

Hence, unfair/illegal discrimination is not a simple matter. Discrimination based 
on protected characteristics is deemed to be ethically unacceptable in most demo-
cratic states and therefore also typically illegal. But this does not mean that there is 
no discrimination in social reality, nor should we take it as given that the nature of 
these protected characteristics will remain constant or that discrimination based on 
gender, age, race etc. are the only forms of unfair discrimination. 

2.4 Responses to Unfair/Illegal Discrimination 

With unfair/illegal discrimination recognised as a key ethical problem related to AI 
and machine learning, there is no shortage of attempts to address and mitigate it. These 
range from the technical level, where attempts are made to better understand whether 
training data contains biases that lead to discrimination, to legislative processes where 
existing anti-discrimination policies are refocused on novel technologies. 

One prominent field of research with significant implications regarding 
unfair/illegal discrimination is that of explainable AI (Holzinger et al. 2017; Gunning 
et al. 2019). There are many approaches to explainable AI, but what they have in 
common is an attempt to render the opaque nature of the transformation from input 
variables to output variables easier to understand. The logic is that an ability to 
understand how an AI system came to a classification of a particular observation 
would allow the determination of whether that classification is discriminatory and, 
as a result, could be challenged. If AI is fully explainable, then it should be easy to
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see whether gender (sexism) determines employment offers, or whether racism has 
consequences for law enforcement practices. 

While this approach is plausible, it runs into technical and social limits. The 
technical limits include the fact that machine learning models include large numbers 
of variables and by their very nature are not easy to understand. If it were possible 
to reduce them to simple tests of specific variables, then machine learning would 
not be needed in the first place. However, it might be possible for explainable AI 
to find ways of testing whether an AI system makes use of protected characteristics 
and to correct for this (Mittelstadt 2019). Hence, rather than humans making these 
assessments, another or the same AI system would do so. 

When thinking about ways of addressing the role that AI plays in unfair/illegal 
discrimination, it helps to keep in mind that such discrimination is pervasive in many 
social processes. Real-life data used for training purposes will often include cases of 
unfair discrimination and thus lead to their reproduction. Removing traces of struc-
tural discrimination from training data, for example by removing data referring to 
protected characteristics, may not work or may reduce the value of the data for training 
purposes. The importance of data quality to the trustworthiness of the outcomes of an 
AI system is widely recognised. The European Commission’s proposal for regulating 
AI, for example, stipulates that “training, validation and testing data sets shall be rele-
vant, representative, free of errors and complete” (European Commission 2021: art.  
10(3)). It is not clear, however whether such data quality requirements can possibly 
be met with real-life data. 

Two suggestions on how to address unfair/illegal discrimination (Stahl 2021) will 
be highlighted here: AI impact assessments and ethics by design. 

2.4.1 AI Impact Assessment 

The idea of an AI impact assessment is based on the insights derived from many other 
types of impact assessment, such as social impact assessment (Becker 2001; Becker 
and Vanclay 2003; Hartley and Wood 2005) and human rights impact assessment 
(Microsoft and Article One 2018). In general terms, impact assessment aims to 
come to a better understanding of the possible and likely issues that can arise in a 
particular field, and use this understanding to prepare mitigation measures. There 
are several examples of impact assessment that focus on information technologies 
and topics of relevance to AI, such as privacy/data protection impact assessment 
(CNIL 2015; Ivanova 2020), ICT ethics impact assessment (Wright 2011) and ethics 
impact assessment for research and innovation (CEN-CENELEC 2017). The idea 
of applying impact assessments specifically to AI and using them to get an early 
warning of possible ethical issues is therefore plausible. This has led to a number of 
calls for such specific impact assessments for AI by bodies such as the European Data 
Protection Supervisor (EDPS 2020), UNESCO (2020), the European Fundamental 
Rights Agency (FRA 2020) and the UK AI council (2021).
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The discussion of what such an AI impact assessment should look like in detail 
is ongoing, but several proposals are available. Examples include the assessment 
list for trustworthy AI of the European Commission’s High-Level Expert Group on 
Artificial Intelligence (AI HLEG 2020), the AI Now Institute’s algorithmic impact 
assessment (Reisman et al. 2018), the IEEE’s recommended practice for assessing 
the impact of autonomous and intelligent systems on human wellbeing (IEEE 2020) 
and the ECP Platform’s AI impact assessment (ECP 2019). 

The idea common to these AI impact assessments is that they provide a structure 
for thinking about aspects that are likely to raise concerns at a later stage. They 
highlight such issues and often propose processes to be put in place to address them. 
In a narrow sense they can be seen as an aspect of risk management. More broadly 
they can be interpreted as a proactive engagement that typically includes stakeholder 
consultation to ensure that likely and foreseeable problems do not arise. Bias and 
unfair/illegal discrimination figure strongly among these foreseeable problems. 

The impact assessment aims to ascertain that appropriate mechanisms for dealing 
with potential sources of bias and unfair discrimination are flagged early and consid-
ered by those designing AI systems. The AI HLEG (2020) assessment, for example, 
asks whether strategies for avoiding biases are in place, how the diversity and repre-
sentativeness of end users is considered, whether AI designers and developers have 
benefitted from education and awareness initiatives to sensitise them to the problem, 
how such issues can be reported and whether a consistent use of the terminology 
pertaining to fairness is ensured. 

An AI impact assessment is therefore likely to be a good way of raising aware-
ness of the possibility and likelihood that an AI system may raise concerns about 
unfair/illegal discrimination, and of which form this discrimination might take. 
However, it typically does not go far in providing a pathway towards addressing 
such discrimination, which is the ambition of ethics by design. 

2.4.2 Ethics by Design 

Ethics by design for AI has been developed in line with previous discussions of value-
sensitive design (Friedman et al. 2008; van den Hoven 2013). The underlying idea 
is that an explicit consideration of shared values during the design and development 
process of a project or technology will be conducive to the embedding of such a value 
in the technology and its eventual use. The concept has been prominently adopted 
for particular values, for example in the area of privacy by design (ICO 2008) or  
security by design (Cavoukian 2017). 

A key premise of value-sensitive design is that technology is not a value-neutral 
tool that can be used for any purposes; design decisions influence the way in which 
a technology can be used and what consequences such use will have. This idea may 
be most easily exemplified using the value of security by design. Cybersecurity is 
generally recognised as an important concern that requires continuous vigilance from 
individuals, organisations and society. It is also well recognised that some systems are
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easier to protect from malicious interventions than others. One distinguishing factor 
between more secure and less secure systems is that secure systems tend to be built 
with security considerations integrated into the earliest stages of systems design. 
Highlighting the importance of security, for example in the systems requirement 
specifications, makes it more likely that the subsequent steps of systems development 
will be sensitive to the relevance of security and ensure that the system overall 
contains features that support security. Value-sensitive design is predicated on the 
assumption that a similar logic can be followed for all sorts of values. 

The concept of ethics by design was developed by Philip Brey and his collaborators 
(Brey and Dainow 2020) with a particular view to embedding ethical values in the 
design and development of AI and related technologies. This approach starts by 
highlighting the values that are likely to be affected by a particular technology. 
Brey and Dainow (2020) take their point of departure from the AI HLEG (2019) and 
identify the following values as relevant: human agency, privacy and data governance, 
fairness, wellbeing, accountability and oversight, and transparency. The value of 
fairness is key to addressing questions of bias and unfair/illegal discrimination. 

Where ethics by design goes beyond an ex-ante impact assessment is where it 
specifically proposes ways of integrating attention to the relevant values into the 
design process. For this purpose, Brey and Dainow (2020) look at the way in which 
software is designed. Starting with a high-level overview, they distinguish different 
design phases and translate the ethical values into specific objectives and require-
ments that can then be fed into the development process. They also propose ways in 
which this can be achieved in the context of agile development methodologies. This 
explicit link between ethical concerns and systems development methodologies is a 
key conceptual innovation of ethics by design. Systems development methodologies 
are among the foundations of computer science. They aim to ensure that systems can 
be built according to specifications and perform as expected. The history of computer 
science has seen the emergence of numerous design methodologies. What Brey and 
his colleagues have done is to identify universal components that most systems devel-
opment methodologies share (e.g. objectives specification, requirements elicitation, 
coding, testing) and to provide guidance on how ethical values can be integrated and 
reflected in these steps. 

This method has only recently been proposed and has not yet been evaluated. 
It nevertheless seems to offer an avenue for the practical implementation of ethical 
values, including the avoidance of unfair/illegal discrimination in AI systems. In light 
of the pervasive nature of unfair/illegal discrimination in most areas of society one 
can safely say that all AI systems need to be built and used in ways that recognise 
the possibility of discrimination. Failure to take this possibility into account means 
that the status quo will be reproduced using AI, which will often be neither ethical 
nor legal.
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2.5 Key Insights 

Unfair/illegal discrimination is not a new problem, nor one that is confined to tech-
nology. However, AI systems have the proven potential to exacerbate and perpetuate 
it. A key problem in addressing and possibly overcoming unfair/illegal discrimina-
tion is that it is pervasive and often hidden from sight. High-profile examples of such 
discrimination on the basis of gender and race have highlighted the problem, as in 
our case studies. But unfair/illegal discrimination cannot be addressed by looking 
at technology alone. The broader societal questions of discrimination need to be 
considered. 

One should also not underestimate the potential for AI to be used as a tool to 
identify cases of unfair/illegal discrimination. The ability of AI to recognise patterns 
and process large amounts of data means that AI may also be used to demonstrate 
where discrimination is occurring. 

It is too early to evaluate whether – and, if so, how far – AI impact assessment 
will eliminate the possibility of unfair/illegal discrimination through AI systems. In 
any event, discrimination on the basis of protected characteristics requires access to 
personal data, which is the topic of the next chapter, on privacy and data protection. 
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Chapter 3 
Privacy 

Abstract Privacy and data protection are concerns raised about most digital tech-
nologies. The advance of artificial intelligence (AI) has given even higher levels of 
prominence to these concerns. Three cases are presented as examples to highlight the 
way in which AI can affect or exacerbate privacy concerns. The first deals with the 
use of private data in authoritarian regimes. The second looks at the implications of 
AI use of genetic data. The third concerns problems linked to biometric surveillance. 
Then follows a description of how privacy concerns are currently addressed via data 
protection regulation and a discussion of where AI may raise new challenges to 
existing data protection regimes. Current European data protection law requires data 
protection impact assessment. This chapter suggests that a broader AI impact assess-
ment could broaden the remit of such an assessment to offer more comprehensive 
coverage of possible privacy concerns linked to AI. 

Keywords Privacy · Data protection · Social credit · Data misuse · Authoritarian 
government · Genetic data · Biometrics · Surveillance 

3.1 Introduction 

Concerns about the possible negative impact of artificial intelligence (AI) on privacy 
have been widely expressed (EDPS 2020). Not all AI applications use personal data 
and therefore some uses may not have any privacy implications. However, the need 
for large datasets for the training and validation of machine learning models can raise 
a range of different concerns. Privacy is a complex concept that we return to in more 
detail below. Key to the discussion of privacy in AI is the worry that the use of AI 
technologies can lead to the violation of data protection principles, which then leads 
to harm for specific individuals or groups whose data is analysed using AI. 

Privacy and data protection are issues that apply to most digital technologies, 
including AI. It is possible for most personal data to be misused for purposes that 
breach data protection principles or violate legitimate privacy preferences unless 
appropriate safeguards are in place. An important legal recognition of the “right 
to privacy” based on legitimate privacy preferences was the first, expressed in the
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nineteenth century (Warren and Brandeis 1890). The stipulated “right to be let alone” 
as described by Warren and Brandeis was driven by a key technical innovation of 
the time, namely the ability to take photographs of individuals. This new technology 
raised concerns that had previously been immaterial when capturing the likeness of 
a person required them to sit down in front of a painter for extended periods. 

Ever since the nineteenth century, data protection regulation and legislation have 
developed in tandem with new technical capabilities and resulting threats to privacy. 
The growing ability to process data through electronic computers led to much 
academic debate on the topic and the development of so-called principles of fair 
information practices (Severson 1997). These were originally developed in the US 
in 1973. They still underpin much of our thinking on data protection today. The 
principles include that 

1. individuals should have the right to know how organizations use personal information 
and to inspect their records and correct any errors; 

2. individuals should have the right to prevent secondary use of personal information if 
they object to such use; and 

3. organizations that collect or use personal information must take reasonable precautions 
to prevent misuse of the information. (Culnan 1993: 344) 

These principles have contributed to the creation of legislation and shaped its 
content since the 1970s and 1980s. At the European level, Directive 95/46/EC estab-
lished a shared approach and visible data protection principles in 1995. It was super-
seded by the General Data Protection Regulation (GDPR) (European Parliament and 
Council of the EU 2016), which came into effect in 2018. 

Given that AI is not the first potential threat to privacy or data protection, it is 
worth asking why the impacts of AI technologies on privacy are often seen as key 
ethical concerns. One part of the answer is that machine learning allows the devel-
opment of fine-grained categories of data which, in turn, can be used to categorise 
and profile individuals. Such profiling may well be the intended result of AI use, 
for instance when an organisation seeks to identify potential customers to target 
with advertising campaigns. Such profiling may also have discriminatory effects as 
outlined in Chap. 2. It may also have other undesirable consequences for individuals 
or groups and open the way to misuse, such as when consumer profiles are used for 
political purposes (see Chap. 5). 

AI uses of personal data can furthermore facilitate surveillance far beyond the 
capabilities that existed prior to AI. This includes automated surveillance of indi-
viduals using their biometric data, for example employing facial recognition, as 
developed in more detail in the cases below. There may be good reasons for the devel-
opment and employment of such surveillance, as well as morally desirable outcomes, 
for instance the prevention of gender-based violence. But AI-based surveillance may 
also have undesired outcomes. The key challenge is that data protection is a moral 
value that must be balanced against other moral values. This is important to keep in 
mind from a moral perspective, especially because data protection is strongly regu-
lated whereas other ethical issues and possible moral advantages are typically not
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subject to the same level of regulation. The following cases of privacy violations that 
are enabled by AI demonstrate this point. 

3.2 Cases of Privacy Violations Through AI 

3.2.1 Case 1: Use of Personal Data by Authoritarian Regimes 

China is one of the world’s leading nations in AI development. It embraces the use 
of large amounts of data that it collects on its citizens, for instance in its social credit 
scoring system. This system uses a large number of data points, including social media 
data, local government data and citizens’ activities, to calculate a trustworthiness 
score for every citizen. Several data platforms are used to integrate data into “a state 
surveillance infrastructure” (Liang et al. 2018). High scores lead to the allocation of 
benefits, such as lower utility rates and favourable booking conditions, whereas low 
scores can lead to the withdrawal of services (Raso et al. 2018). Within China, the 
system benefits from high levels of approval because Chinese citizens “interpret it 
through frames of benefit-generation and promoting honest dealings in society and 
the economy instead of privacy-violation” (Kostka 2019: 1565). 

All states collect information about their citizens for a broad range of purposes. 
Some of these purposes may enjoy strong support from citizens, such as the allo-
cation of financial support or healthcare, while others may be less popular, such as 
tax collection. Authoritarian governments can make additional use of data on their 
citizens to stabilise their power base (Liu 2019). A case in point is China, even though 
research has shown that Chinese citizens interpret the system from the perspective 
of its benefits. 

It has also been argued that China has strong data protection laws. However, these 
do not apply to state bodies (Gal 2020), and government use of data for schemes 
such as social credit scoring are therefore not covered. This differs from the situation 
in Europe, where data protection law is binding on governments and state bodies 
as well. Social credit scoring is contentious. However, it is not always too different 
from activities such as “nudging” that democratic governments use, for example 
to encourage healthy behaviour such as giving up smoking or taking up exercise 
(Benartzi et al. 2017). 

Both nudging and social credit scoring are contested, though one can see argu-
ments in their favour. But the use of AI for the repression of citizens can go far 
beyond these. China, for example, has been reported to use AI to track behaviour that 
is deemed suspicious, such as religious speech by its Uighur population (Andersen 
2020). Uighur community members who live in the Xianjiang area are subject to 
intrusive data collection and analysis that checks not only whether they exchange 
religious texts, but also where they live, their movement patterns, their pregnancy 
status and much more. The intention behind this data collection is ostensibly to
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strengthen the state’s control of the Uighur community. China’s human rights record, 
in particular with regard to the Uighurs, suggests that this use of data and AI anal-
ysis is likely to result in further reduction of freedoms and limiting of human rights. 
By employing AI, authoritarian regimes may find it easier to analyse large amounts 
of data, such as social media posts, and to identify contributions that can trigger 
government responses. 

3.2.2 Case 2: Genetic Privacy 

Many genetic programmes are hailed for delivering medical breakthroughs via 
personalised medicine and the diagnosis of hereditary diseases. For instance, the 
Saudi Human Genome Program (SHGP), launched by the Saudi King in 2013, was 
announced with such aims (Alrefaei et al. 2022). Research showed that “90.7% of 
[Saudi] participants agreed that AI could be used in the SHGP” (ibid). However, the 
same research showed “a low level of knowledge … regarding sharing and privacy 
of genetic data” (ibid), pointing to a potential mismatch of awareness of the benefits 
as opposed to the risks of genetic research supported by AI. 

Genetic data is data that can provide deep insights into medical conditions, but also 
regarding possible risks and propensities for diseases that can go beyond other types 
of data. It thus has the properties of medical data and is therefore subject to stronger 
data protection regimes as part of a special category of data in many jurisdictions. Yet 
the importance and potential of genetic data goes beyond its medical uses. Genetic 
data of one person can provide information about their human heritage, their ancestors 
and their offspring. Access to genetic data can therefore present benefits as well as 
risks and entail a multitude of ethical issues. For instance, genomic datasets can 
improve research on cancer and rare diseases, while the reidentification of even 
anonymised data risks serious privacy concerns for the families involved (Takashima 
et al. 2018). 

With the costs of gene sequencing continuing to fall, one can reasonably expect 
genetic data to become part of routine healthcare within a decade. This raises ques-
tions about data governance, storage, security etc. Such genetic data requires Big 
Data analytics approaches typically based on some sort of AI in order to be viable 
and provide relevant scientific or diagnostic insights. 

In addition to the use of genetic data in healthcare, there is a growing number 
of private providers, such as 23andMe, Ancestry and Veritas Genetics (Rosenbaum 
2018) that offer gene sequencing services commercially. This raises further ques-
tions around the ownership of data and the security of these companies, and creates 
uncertainty about the use of data should such a company go bankrupt or be bought 
out. 

Addressing ethical concerns can lead to unpleasant surprises, for example when a 
genetic analysis contradicts assumed relationships in a family, proving that someone’s
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ancestry is not as had been supposed. In some cases this may be greeted with humour 
or mild embarrassment, but in others, where ancestry is crucial to the legitimacy of 
a social position, evidence of this kind may have manifestly negative consequences. 
Such consequences, it could be argued, are part of the nature of genetic data and 
should be dealt with via appropriate information and consent procedures. However, 
it is in the nature of genetic data that it pertains to more than one individual. If a 
sibling, for example, undertakes a genetic analysis, then many of the findings will 
be relevant to other family members. If such an analysis shows, for instance, that a 
parent is carrying a gene that contributes to a disease, other siblings’ propensities to 
develop this disease would likely be increased as well, even though they did not take 
a genetic test themselves. This example demonstrates the possible conflicts arising 
from possessing and sharing such information. 

AI analysis of genetic data may lead to medical insights. Indeed, this is the assump-
tion that supports the business model of private gene-sequencing organisations. Their 
work is built on the assumption that collecting large amounts of genetic data in addi-
tion to other data that their customers provide will allow them to identify genetic 
patterns that can help predict or explain diseases. This, in turn, opens the way to 
medical research and finding cures, potentially a highly lucrative business. 

From an ethical perspective this is problematic because the beneficiaries of this 
data analysis will normally be the companies, whereas the individual data subjects 
or donors will at best be notified of the insights their data has contributed to. Another 
concern is that the analysis may lead to the ability to predict disease trajectories 
without being able to intervene or cure (McCusker and Loy 2017), thus forcing 
patients to face difficult decisions involving complex probabilities that most non-
experts are poorly equipped to deal with. 

A further concern is that of mission creep, where the original purpose of the 
data collection is replaced by a changing or altogether different use. One obvious 
example is the growing interest from law enforcement agencies in gaining access 
to more genetic data so that they can, for example, identify culprits through genetic 
fingerprinting. The main point is that data, once it exists in digital form, is difficult to 
contain. Moor (2000) uses the metaphor of grease in an internal combustion engine. 
Data, once in an electronically accessible format, is very difficult to remove, just like 
grease in an engine. It may end up in unexpected places, and attempts to delete it 
may prove futile. In the case of genetic data this raises problems of possible future, 
and currently unpredicted, use, which, due to the very personal nature of the data, 
may have significant consequences that one currently cannot predict. 

The Saudi case is predicated on the assumption of beneficial outcomes of the 
sharing of genetic data, and so far there is little data to demonstrate whether and 
in what way ethical issues have arisen or are likely to arise. A key concern here is 
that due to the tendency of data to leak easily, waiting until ethical concerns have 
materialised before addressing them is unlikely to be good enough. At that point the 
genie will be out of the bottle and the “greased” data may be impossible to contain.
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3.2.3 Case 3: Biometric Surveillance 

“Nijeer Parks is the third person known to be arrested for a crime he did not commit 
based on a bad face recognition match” (Hill 2020). Parks was falsely accused of 
stealing and trying to hit a policy officer with his car based on facial recognition 
software – but he was 30 miles away at the time. “Facial recognition ... [is] very good 
with white men, very poor on Black women and not so great on white women, even” 
(Balli 2021). It becomes particularly problematic when “the police trust the facial 
recognition technology more than the individual” (ibid). 

Biometric surveillance uses data about the human body to closely observe or 
follow an individual. The most prominent example of this is the use of facial features 
in order to track someone. In this broad sense of the term, any direct observation of 
a person, for example a suspected criminal, is an example of biometric surveillance. 
The main reason why biometric surveillance is included in the discussion of privacy 
concerns is that AI systems allow an enormous expansion of the scope of such surveil-
lance. Whereas in the past one observer could only follow one individual, or maybe a 
few, the advent of machine learning and image recognition techniques, coupled with 
widespread image capture from closed-circuit television cameras, allows commu-
nity surveillance. Automatic face recognition and tracking is not the only possible 
example of biometric surveillance, but it is the one that is probably most advanced 
and raises most public concern relating to privacy, as in the case described above. 

There are numerous reasons why biometric surveillance is deemed to be ethically 
problematic. It can be done without the awareness of the data subject and thus lead 
to the possibility and the perception of pervasive surveillance. While some might 
welcome pervasive surveillance as a contribution to security and the reduction of 
crime, it has been strongly argued that being subject to it can lead to significant harm. 
Brown (2000), drawing on Giddens (1984) and others, argues that humans need a 
“protective cocoon” that shields from external scrutiny. This is needed to develop 
a sense of “ontological security”, a condition for psychological and mental health. 
Following this argument, pervasive surveillance is ethically problematic, simply for 
the psychological damage it can do through its very existence. Surveillance can lead 
to self-censoring and “social cooling” (Schep n.d.), that is, a modification of social 
interaction caused by fear of possible sanctions. AI-enabled large-scale biometric 
surveillance could reasonably be expected to lead to this effect. 

3.3 Data Protection and Privacy 

The above three case studies show that the analysis of personal data through AI 
systems can lead to significant harms. AI is by far not the only threat to privacy, but 
it adds new capabilities that can either exacerbate existing threats, for example by 
automating mass surveillance based on biometric data, or add new angles to privacy
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concerns, for example by exposing new types of data, such as genetic data, to the 
possibility of privacy violations. 

Before we look at what is already being done to address these concerns and what 
else could be done, it is worth providing some more conceptual clarity. The title of this 
chapter and the headlines covering much of the public debate on the topics raised here 
refer to “privacy”. As suggested at the beginning of this chapter, however, privacy 
is a broad term that covers more than the specific aspects of AI-enabled analysis of 
personal data. 

A frequently cited categorisation of privacy concepts (Finn et al. 2013: 7) proposes 
that there are seven types of privacy: privacy of the person, privacy of behaviour and 
action, privacy of personal communication, privacy of data and image, privacy of 
thoughts and feelings, privacy of location and space, and privacy of association 
(including group privacy) (see Fig. 3.1). 

Most of these types of privacy have can be linked to data, but they go far beyond 
simple measures of data protection. Nissenbaum (2004) suggests that privacy can 
be understood as contextual integrity. This means that privacy protection must be 
context-specific and that information gathering needs to conform to the norms of the 
context. She uses this position to argue against public surveillance. 

It should thus be clear that privacy issues cannot be comprehensively resolved 
by relying on formal mechanisms of data protection governance, regulation and/or 
legislation. However, data protection plays a crucial role in and is a necessary condi-
tion of privacy preservation. The application of data protection principles to AI raises 
several questions. One relates to the balance between the protection of personal data 
and the openness of data for novel business processes, where it has been argued that 
stronger data protection rules, such as the EU’s GDPR (European Parliament and 
Council of the EU 2016), can lead to the weakening of market positions in the race 
for AI dominance (Kaplan and Haenlein 2019). On the other hand, there are worries 
that current data protection regimes may not be sufficient in their coverage to deal 
with novel privacy threats arising from AI technologies and applications (Veale et al. 
2018). 

A core question which has long been discussed in the broader privacy debate is 
whether privacy is an intrinsic or an instrumental value. Intrinsic values are those 
values that are important in themselves and need no further justification. Instrumental 
values are important because they lead to something that is good (Moor 2000). The 
distinction is best known in environmental philosophy, where some argue that an
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intact natural environment has an intrinsic value while others argue that it is solely 
needed for human survival or economic reasons (Piccolo 2017). 

However, this distinction may be simplistic, and the evaluation of a value may 
require attention to both intrinsic and instrumental aspects (Sen 1988). For our 
purposes it is important to note that the question whether privacy is an intrinsic 
or instrumental value has a long tradition (Tavani 2000). The question is not widely 
discussed in the AI ethics discourse, but the answer to it is important in determining 
the extent to which AI-related privacy risks require attention. The recognition of 
privacy as a fundamental right, for example in the European Charter of Funda-
mental Rights (European Union 2012), settles this debate to some degree and posits 
privacy as a fundamental right worthy of protection (AI HLEG 2020). However, 
even assuming that privacy is an unchanging human right, technology will affect 
how respect for privacy is shown (Buttarelli 2017). AI can also raise novel threats to 
privacy, for example by making use of emotion data that do not fit existing remedies 
(Dignum 2019). 

Finally, like most other fundamental rights, privacy is not an absolute right. 
Personal privacy finds its limits when it conflicts with other basic rights or obli-
gations, for example when the state compiles data in order to collect taxes or prevent 
the spread of diseases. The balancing of privacy against other rights and obliga-
tions therefore plays an important role in finding appropriate mitigations for privacy 
threats. 

3.4 Responses to AI-Related Privacy Threats 

We propose two closely related responses to AI-related privacy threats: data 
protection impact assessments (DPIAs) and AI impact assessments (AI-IAs). 

DPIAs developed from earlier privacy impact assessments (Clarke 2009; ICO  
2009). They are predicated on the idea that it is possible to proactively identify 
possible issues and address them early in the development of a technology or a socio-
technical system. This idea is widespread and there are numerous types of impact 
assessment, such as environmental impact assessments (Hartley and Wood 2005), 
social impact assessments (Becker and Vanclay 2003) and ethics impact assessments 
(Wright 2011). The choice of terminology for DPIAs indicates a recognition of 
the complexity of the concept of privacy and a consequently limited focus on data 
protection only. DPIAs are mandated in some cases under the GDPR. As a result 
of this legal requirement, DPIAs have been widely adopted and there are now well-
established methods that data controllers can use. 

Data Controllers and Data Processors 

The concept of a data controller is closely linked to the GDPR, where it is defined 
as the organisation that determines the purposes for which and the means by which
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personal data is processed. The data controller has important responsibilities with 
regard to the data they control and is normally liable when data protection rules are 
violated. The data processor is the organisation that processes personal data on behalf 
of the data controller. This means that data controller and data processor have clearly 
defined tasks, which are normally subject to a contractual agreement. An example 
might be a company that analyses personal data for training a machine learning 
system. This company, because it determines the purpose and means of processing, 
is the controller. It may store the data on a cloud storage system. The organisation 
running the cloud storage could then serve as data processor (EDPS 2019; EDPB  
2020). 

In practice, DPIAs are typically implemented in the form of a number of questions 
that a data controller or data processor has to answer, in order to identify the type of 
data and the purpose and legal basis of the data processing, and to explore whether 
the mechanisms in place to protect the data are appropriate to the risk of data breaches 
(ICO n.d.). The risk-based approach that underlies DPIAs, or at least those undertaken 
in response to the GDPR, shows that data protection is not a static requirement but 
must be amenable to the specifics of the context of data processing. This can raise 
questions when AI is used for data processing, as the exact uses of machine learning 
models may be difficult to predict, or where possible harms would not target the 
individual data subject but may occur at a social level, for instance when groups of 
the population are stigmatised because of characteristics that are manifest in their 
personal data. An example might be a healthcare system that identifies a correlation 
between membership of an ethnic group and propensity to a particular disease. Even 
though this says nothing about causality, it could nevertheless lead to prejudice 
against members of the ethnic group. 

We have therefore suggested that a broader type of impact assessment is more 
appropriate for AI, one that includes questions of data protection but also looks at 
other possible ethical issues in a more structured way. Several such AI-IAs have 
been developed by various institutions. The most prominent was proposed by the 
EU’s High-Level Expert Group in its Assessment List for Trustworthy AI, or ALTAI 
(AI HLEG 2020). Other examples are the AI Now Institute’s algorithmic impact 
assessment (Reisman et al. 2018), the IEEE’s recommended practice for assessing 
the impact of autonomous and intelligent systems on human wellbeing (IEEE 2020) 
and the ECP Platform’s artificial intelligence impact assessment (ECP 2019).1 

What all these examples have in common is that they broaden the idea of an impact 
assessment for AI to address various ethical issues. They all cover data protection 
questions but go beyond them. This means that they may deal with questions of long-
term or large-scale use of AI, such as economic impact or changes in democratic 
norms, that go beyond the protection of individual personal data. In fact, there are 
several proposals that explicitly link AI-IAs and DPIAs or that focus in particular on 
the data protection aspect of an AI-IA (Government Digital Service 2020; Ivanova

1 A collection of recent AI impact assessments can be accessed via a public Zotero group at https:// 
www.zotero.org/groups/4042832/ai_impact_assessments. 
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2020; ICO  2021). An AI-IA should therefore not be seen as a way to replace a DPIA, 
but rather as supplementing and strengthening it. 

3.5 Key Insights 

Privacy remains a key concern in the AI ethics debate and this chapter has demon-
strated several ways in which AI can cause harm, based on the violation of data 
protection principles. Unlike other aspects of the AI ethics debate, privacy is recog-
nised as a human right, and data protection, as a means of supporting privacy, is exten-
sively regulated. As a result of this high level of attention, there are well-established 
mechanisms, such as DPIAs, which can easily be extended to cover broader AI issues 
or incorporated into AI-IAs. 

The link between DPIAs and AI-IAs can serve as an indication of the role of data 
and data protection as a foundational aspect of many other ethical issues. Not all 
of AI ethics can be reduced to data protection. However, many of the other issues 
discussed in this book have a strong link to personal data. Unfair discrimination, 
for example, typically requires and relies on personal data on the individuals who 
are discriminated against. Economic exploitation in surveillance capitalism is based 
on access to personal data that can be exploited for commercial purposes. Political 
and other types of manipulation require access to personal data to identify personal 
preferences and propensities to react to certain stimuli. Data protection is thus a key 
to many of the ethical issues of AI, and our suggested remedies are therefore likely 
to be relevant across a range of issues. Many of the responses to AI ethics discussed 
in this book will, in turn, touch on or incorporate aspects of data protection. 

This does not imply, however, that dealing with privacy and data protection in AI is 
easy or straightforward. The responses that we suggest here, i.e. DPIAs and AI-IAs, 
are embedded in the European context, in which privacy is recognised as a human 
right and data protection has been codified in legislation. It might be challenging to 
address such issues in the absence of this societal and institutional support. Our Case 
1 above, which describes the use of data by an authoritarian regime, is a reminder 
that state and government-level support for privacy and data protection cannot be 
taken for granted. 

Another difficulty lies in the balancing of competing goods and the identification 
of the boundaries of what is appropriate and ethically defensible. We have mentioned 
the example of using AI to analyse social media to identify cases of religious speech 
that can be used to persecute religious minorities. The same technology can be 
used to search social media in a different institutional context to identify terrorist 
activities. These two activities may be technically identical, though they are subject to 
different interpretations. This raises non-trivial questions about who determines what 
constitutes an ethically legitimate use of AI and where the boundaries of that use are, 
and on what grounds such distinctions are drawn. This is a reminder that AI ethics 
can rarely be resolved simply, but needs to be interpreted from a broader perspective
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that includes a systems view of the AI application and considers institutional and 
societal aspects when ethical issues are being evaluated and mitigated. 
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Chapter 4 
Surveillance Capitalism 

Abstract Surveillance capitalism hinges on the appropriation and commercialisa-
tion of personal data for profit-making. This chapter spotlights three cases connected 
to surveillance capitalism: data appropriation, monetisation of health data and the 
unfair commercial practice when “free” isn’t “free”. It discusses related ethical 
concerns of power inequality, privacy and data protection, and lack of transparency 
and explainability. The chapter identifies responses to address concerns about surveil-
lance capitalism and discusses three key responses put forward in policy and academic 
literature and advocated for their impact and implementation potential in the current 
socio-economic system: antitrust regulation, data sharing and access, and strength-
ening of data ownership claims of consumers/individuals. A combination of active, 
working governance measures is required to stem the growth and ill-effects of 
surveillance capitalism and protect democracy. 

Keywords Antitrust · Big Tech · Data appropriation · Data monetisation ·
Surveillance capitalism · Unfair commercial practices 

4.1 Introduction 

The flourishing of systems and products powered by artificial intelligence (AI) 
and increasing reliance on them fuels surveillance capitalism and “ruling by data” 
(Pistor 2020). The main beneficiaries, it is argued, are ‘Big Tech’ – including Apple, 
Amazon, Alphabet, Meta, Netflix, Tesla (Jolly 2021) – who are seen to be entrenching 
their power over individuals and society and affecting democracy (ibid). 

Simply described, surveillance capitalism hinges on the appropriation and 
commercialisation of personal data for profit. Zuboff (2015) conceptualised and 
defined it as a “new form of information capitalism [which] aims to predict and 
modify human behavior as a means to produce revenue and market control”. She 
argues that surveillance capitalism “effectively exile[s] persons from their own 
behavior while producing new markets of behavioral prediction and modification” 
(ibid). It is underpinned by organisational use of behavioural data leading to asym-
metries in knowledge and power (Zuboff 2019b). As a result, consumers often may
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not realise the extent to which they are responding to prompts driven by commercial 
interests. 

Doctorow (2021) elaborates that surveillance capitalists engage in segmenting 
(targeting based on behaviour/attitudes/choices), deception (by making fraudulent 
claims, replacing beliefs with false or inaccurate ones) and domination (e.g. Google’s 
dominance on internet searches and the monopolisation of the market through 
mergers and acquisitions). He outlines three reasons why organisations continue 
to over-collect and over-retain personal data: first, that they are competing with 
people’s ability to resist persuasion techniques once they are wise to them, and with 
competitors’ abilities to target their customers; second, that the cheapness of data 
aggregation and storage facilitates the organisation’s acquiring an asset for future 
sales; and third, that the penalties are imposed for leaking data are negligible (Wolff 
and Atallah 2021). 

Surveillance capitalism manifests in both the private and public sectors; organi-
sations in both sectors collect and create vast reserves of personal data under various 
guises. Examples for the private sector can be found in online marketplaces (e.g. 
Amazon—Nash 2021), the social media industry (e.g. Facebook—Zuboff 2019a) 
and the entertainment industry (Bellanova and González Fuster 2018). The most 
cited examples of surveillance capitalism are Google’s (Zuboff 2020) and Face-
book’s (Zuboff 2019a) attempts to feed their systems and services. In the public 
sector, this is very notable in the healthcare and retail sectors. During the COVID-19 
pandemic, attention has been drawn to health-related surveillance capitalism. For 
example, it has been argued that telehealth technologies were pushed too quickly 
during the COVID-19 pandemic (Cosgrove et al. 2020; Garrett  2021). 

4.2 Cases of AI-Enabled Surveillance Capitalism 

4.2.1 Case 1: Data Appropriation 

Clearview AI is a software company headquartered in New York which specialises 
in facial recognition software, including for law enforcement. The company, which 
holds ten billion facial images, aims to obtain a further 90 billion, which would 
amount to 14 photos of each person on the planet (Harwell 2022). In May 2021, legal 
complaints were filed against Clearview AI in France, Austria, Greece, Italy and the 
United Kingdom. It was argued that photos were harvested from services such as 
Instagram, LinkedIn and YouTube in contravention of what users of these services 
were likely to expect or have agreed to (Campbell 2021). On 16 December 2021, 
the French Commission Nationale de l’Informatique et des Libertés announced that 
it had “ordered the company to cease this illegal processing and to delete the data 
within two months” (CNIL 2021).
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The investigations carried out by the Commission Nationale de l’Informatique et 
des Libertés (CNIL) into Clearview AI revealed two breaches of the General Data 
Protection Regulation (GDPR) (European Parliament and Council of the EU 2016): 
first, an unlawful processing of personal data (ibid: Article 6), as the collection and 
use of biometric data had been carried out without a legal basis; and second, a failure 
to take into account the rights of individuals in an effective and satisfactory way, 
especially with regard to access to their data (ibid: Articles 12, 15 and 17). 

CNIL ordered Clearview AI to stop the collection and use of data of persons on 
French territory in the absence of a legal basis, to facilitate the exercise of individuals’ 
rights and to comply with requests for erasure. The company was given two months 
to comply with the injunctions and justify its compliance or face sanctions.1 

This case is an example of data appropriation (i.e. the illegal, unauthorised or 
unfair taking or collecting of personal data for known or unknown purposes, without 
consent or with coerced or uninformed consent). Organisations appropriating data 
in such a fashion do not offer data subjects “comparable compensation”, while the 
organisations themselves gain commercial profits and other benefits from the activity. 

4.2.2 Case 2: Monetisation of Health Data 

In 2021, the personal data of 61 million people became publicly available without 
password protection, due to data leaks at a New York-based provider of health tracking 
services. The data included personal information such as names, gender, geographic 
locations, dates of birth, weight and height (Scroxton 2021). Security researcher 
Jeremiah Fowler, who discovered the database, traced its origin to a company that 
offered devices and apps to track health and wellbeing data. The service users whose 
personal data had been leaked were located all over the world. Fowler contacted 
the company, which thanked him and confirmed that the data had now been secured 
(Fowler n.d.). 

This case highlights issues with the collection and storage of health data on a 
vast scale by companies using health and fitness tracing devices, and it reveals the 
vulnerability of such data to threats and exposure. 

A related concern is the procurement of such data by companies such as Google 
through their acquisition of businesses such as Fitbit, a producer of fitness monitors 
and related software. Experts (Bourreau et al. 2020) have indicated that such acqui-
sition is problematic for various reasons: major risks of “platform envelopment”, the 
extension of monopoly power (by undermining competition) and consumer exploita-
tion. Their concerns also relate to the serious harms that might result from Google’s 
ability to combine its own data with Fitbit’s health data.

1 As of May 2022, the CNIL had not published any update regarding the company’s compliance or 
otherwise. 
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The European Commission carried out an in-depth investigation (European 
Commission 2020a) into the acquisition of Fitbit by Google. The concerns that 
emerged related to advertising, in that the acquisition would increase the already 
extensive amount of data that Google was able to use for the personalisation of ads, 
and the resulting difficulty for rivals setting out to match Google’s services in the 
markets for online search advertising. It was argued that the acquisition would raise 
barriers to entry and expansion by Google’s competitors, to the detriment of adver-
tisers, who would ultimately face higher prices and have less choice. The European 
Commission approved the acquisition of Fitbit by Google under the EU Merger 
Regulation, conditional on full compliance with a ten-year commitments package 
offered by Google (European Commission 2020b). 

4.2.3 Case 3: Unfair Commercial Practices 

In 2021, Italy’s Consiglio di Stato (Council of State) agreed with the Autorità Garante 
della Concorrenza e del Mercato (Italian Competition Authority) and the Tribunale 
Amministrativo Regionale (Regional Administrative Tribunal) of the Lazio region 
to sanction Facebook for an unfair commercial practice. Facebook was fined seven 
million euros for misleading its users by not explaining to them in a timely and 
adequate manner, during the activation of their accounts, that data would be collected 
with commercial intent (AGCM 2021). 

This case spotlights how companies deceive users into believing they are getting 
a social media service free of charge when this is not true at all (Coraggio 2021). The 
problem is aggravated by the companies not communicating well enough to users 
that their data is the quid pro quo for the use of the service and that the service is 
only available to them conditional on their making their data available and accepting 
the terms of service. What is also fuzzily communicated is how and to what extent 
companies put such data into further commercial use and take advantage of it for 
targeted advertising purposes. Commentators have gone so far as to state that the 
people using such services have themselves become the product (Oremus 2018). 

4.3 Ethical Questions About Surveillance Capitalism 

One of the primary ethical concerns that arise in the context of all three case studies 
is that of power inequality. The power of Big Tech is significant; it has even been 
compared to that of nation states (Andal 2016; Apostolicas 2019) and is further 
strengthened by the development and/or acquisition of AI solutions. All three of 
the cases examined have served to further and enhance the control that AI owners 
hold. The concentrated power that rests with a handful of big tech companies and the



4.3 Ethical Questions About Surveillance Capitalism 43

control and influence they have, for example on political decision-making (Dubhashi 
and Lappin 2021), market manipulation and digital lives, are disrupting economic 
processes (Fernandez et al 2020) and posing a threat to democracy (Fernandez 2021), 
freedoms of individuals and political and social life. 

Another key ethical concern brought to the forefront with these cases is privacy 
and data protection (see Chap. 3). Privacy is critical to human autonomy and well-
being and helps individuals protect themselves from interference in their lives (Nass 
et al 2009). For instance, leaked personal health data might be appropriated by 
employers or health insurers and used against the interests of the person concerned. 
Data protection requires that data be processed in a lawful, fair and transparent 
manner in addition to being purpose-limited, accurate and retained for a limited 
time. It also requires that such processing respect integrity, confidentiality and 
accountability principles. 

Lack of transparency and explainability links to data appropriation, data monetisa-
tion and unfair commercial practices. While it may seem obvious from a data protec-
tion and societal point of view that transparency requirements should be followed by 
companies that acquire personal data, this imperative faces challenges. Transparency 
challenges are a result of the structure and operations of the data industry. Trans-
parency is also challenged by the appropriation of transparency values in public rela-
tions efforts by data brokers (e.g. Acxiom, Experian and ChoicePoint) to water down 
government regulation (Crain 2016). Crain (2016) also highlights that transparency 
may only create an “illusion of reform” and not address basic power imbalances. 

Other ethical concerns relate to proportionality and do-no-harm. The UNESCO 
Recommendation on the Ethics of Artificial Intelligence, as adopted (UNESCO 
2021), suggests: 

• The AI method chosen should be appropriate and proportional to achieve a given 
legitimate aim. 

• The AI method chosen should not infringe upon foundational values; its use must 
not violate or abuse human rights. 

• The AI method should be appropriate to the context and should be based on 
rigorous scientific foundations. 

In the cases examined above, there are clear-cut failures to meet these checks. 
“Appropriateness” refers to whether the technological or AI solution used is the best 
(with regard to cost and quality justifying any invasions of privacy), whether there is 
a risk of human rights, such as that to privacy, being abused and data being reused, 
and whether the objectives can be satisfied using other means. The desirability of the 
use of AI solutions is also something that should be duly considered– with regard to 
the purpose, advantages and burden imposed by them on social values, justice and 
the public interest. 

A key aspect of the perception of surveillance capitalism as being ethically prob-
lematic seems to be the encroaching of market mechanisms on areas of life that 
previously were not subject to financial exchange. To some degree this is linked to 
the perception of exploitation of the data producers. Many users of “free” online 
services are content to use services such as social media or online productivity tools
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in exchange for the use of their data by application providers. There is also, never-
theless, a perception of unfairness, as the service providers have been able to make 
gigantic financial gains that are not shared with the individuals on whose data they 
rely to generate these gains. In addition, criticism of surveillance capitalism seems 
to be based on the perception that some parts of social life should be free of market 
exchange. A manifestation of this may be the use of the term “friend” in social 
media, where not only does the nature of friendship differ substantially from that 
in the offline world, but the number of friends and followers can lead to financial 
transactions that would be deemed inappropriate in the offline world. 

There is no single clearly identifiable ethical issue that is at the base of surveillance 
capitalism. The term should be understood as signifying opposition to technically 
enabled social changes that concentrate economic and political power in the hands 
of a few high-profile organisations. 

4.4 Responses to Surveillance Capitalism 

Many types of responses have been put forward to address concerns about surveil-
lance capitalism: legal or policy-based responses, market-based responses, and soci-
etal responses. Legal and policy measures include antitrust regulation, intergovern-
mental regulation, strengthening the data-ownership claims of consumers or indi-
viduals, socialising the ownership of evolving technologies (Garrett 2021), making 
big tech companies spend their monopoly profits on governance (Doctorow 2021), 
mandatory disclosure frameworks (Andrew et al. 2021) and greater data sharing and 
access. 

Market-based responses include placing value on the information provided to 
surveillance capitalists, monopoly reductions (Doctorow 2021), defunding Big Tech 
and refunding community-oriented services (Barendregt et al. 2021) and users 
employing their market power by rejecting and avoiding companies with perceived 
unethical behaviour (Jensen 2019). 

Societal responses include indignation (Lyon 2019), naming /public indignation 
(Kavenna 2019), personal data spaces or emerging intermediary services that allow 
users control over the sharing and use of their data (Lehtiniemi 2017), increasing data 
literacy and awareness of how transparent a company’s data policy is, and improving 
consumer education (Lin 2018). 

This section examines three responses which present promising ways to curtail 
the impact of surveillance capitalism and the ethical questions studied in a variety of 
ways, though none on its own is a silver bullet. These responses have been discussed 
in policy and academic literature and advocated for their impact and implementa-
tion potential in the current socio-economic system. The challenges of surveillance 
capitalism arise from the socio-political environment in which AI is developed and 
used, and the responses we have spotlighted here are informed by this.
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4.4.1 Antitrust Regulation 

“Antitrust” refers to actions to control monopolies, prevent companies from working 
together to unfairly control prices, and enhance fair business competition. Antitrust 
laws regulate monopolistic behaviour and prevent unlawful business practices and 
mergers. Courts review mergers case by case for illegality. Many calls and proposals 
have been made to counter the power of Big Tech (e.g. Warren 2019). Discussions 
have proliferated on the use of antitrust regulations to break up big tech companies 
(The Economist 2019; Waters 2019) and the appointment of regulators to reverse 
illegal and anti-competitive tech mergers (Rodrigues et al 2020). 

Big Tech is regarded as problematic for its concentration of power and control 
over the economy, society and democracy to the detriment of competition and inno-
vation in small business (Warren 2019). Grunes and Stucke (2015) emphasise the 
need for competition and antitrust’s “integral role to ensure that we capture the bene-
fits of a data-driven economy while mitigating its associated risks”. However, the 
use of antitrust remedies to control dominant firms presents some problems, such as 
reducing competitive incentives (by forcing the sharing of information) and innova-
tion, creating privacy concerns or resulting in stagnation and fear among platform 
providers (Sokol and Comerford 2016). 

There are both upsides and downsides to the use of antitrust regulation as a 
measure to curb the power of Big Tech (Zuboff 2021). The upsides include delaying 
or frustrating acquisitions, generating better visibility, transparency and oversight, 
pushing Big Tech to improve their practices, and better prospects for small businesses 
(Warren 2019). One downside is that despite the antitrust actions taken thus far, some 
Big Tech companies continue to grow their power and dominance (Swartz 2021). 
Another downside is the implementation and enforcement burdens antitrust places 
on regulators (Rodrigues et al. 2020). Furthermore, antitrust actions are expensive 
and disruptive to business and might affect innovation (The Economist 2019). 

Developments (legislative proposals, acquisition challenges, lawsuits and fines) 
in the USA and Europe show that Big Tech’s power is under deeper scrutiny than 
ever before (Reuters 2021; Council of the EU 2021). 

4.4.2 Data Sharing and Access 

Another response to surveillance capitalism concerns is greater data sharing and 
access (subject to legal safeguards and restrictions). Making data open and freely 
available under a strict regulatory environment is suggested as having the potential to 
better address the limitations of antitrust legislation (Leblond 2020). In similar vein, 
Kang (2020) suggests that data-sharing mandates (securely enforced through privacy-
enhancing technologies) “have become an essential prerequisite for competition and 
innovation to thrive”; to counter the “monopolistic power derived from data, Big 
Tech should share what they know – and make this information widely usable for 
current and potential competitors” (ibid).
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At the European Union level, the proposal for the Data Governance Act (European 
Commission 2020d) is seen as a “first building block for establishing a solid and fair 
data-driven economy” and “setting up the right conditions for trustful data sharing 
in line with our European values and fundamental rights” (European Commission 
2021). 

The Data Governance Act aims to foster the availability of data for more 
widespread use by increasing trust in data intermediaries and by strengthening data-
sharing mechanisms across the EU. It specifies conditions for the reuse, within the 
European Union, of certain categories of data held by public sector bodies; a notifi-
cation and supervisory framework for the provision of data sharing services; and a 
framework for the voluntary registration of entities which collect and process data 
made available for altruistic purposes. 

The European Commission will also set out “a second major legislative initia-
tive, the Data Act, to maximise the value of data for the economy and society” and 
“to foster data sharing among businesses, and between businesses and governments” 
(ibid). The proposed Digital Markets Act aims to lay down harmonised rules ensuring 
contestable and fair markets in the digital sector across the European Union. Gate-
keepers will be present, and it is expected that business access to certain data will go 
through gatekeepers (European Commission 2020c). 

4.4.3 Strengthening of Data Ownership Claims 
of Consumers/Individuals 

Another response to surveillance capitalism is to strengthen the data ownership claims 
of consumers and individuals. Jurcys et al. (2021) argue that even if user-held data is 
intangible, it meets all the requirements of an “asset” in property laws and that such 
“data is specifically defined, has independent economic value to the individual, and 
can be freely alienated” (ibid). 

[T]he economic benefits property law type of entitlements over user-held data are superior 
over the set of data rights that are afforded by public law instruments (such as the GDPR 
or the CCPA) to individuals vis-a-vis third-party service providers who hold and benefit 
enormously from the information about individuals. (ibid) 

Fadler and Legner (2021) also suggest that data ownership remains a key concept 
to clarify rights and responsibilities but should be revisited in the Big Data and 
analytics context. They identify three distinct types of data ownership – data, data 
platform and data product ownership – which may guide the definition of governance 
mechanisms and serve as the basis for more comprehensive data governance roles 
and frameworks. 

As Hummel, Braun and Dabrock outline (2021), the commonality in calls for 
data ownership relates to modes of controlling how data is used and the ability to 
channel, constrain and facilitate the flow of data. They also suggest that with regard 
to the marketisation and commodification of data, ownership has turned out be a
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double-edged sword, and that using this concept requires reflection on how data 
subjects can protect their data and share appropriately. They furthermore outline that 
“even if legal frameworks preclude genuine ownership in data, there remains room to 
debate whether they can and should accommodate such forms of quasi-ownership” 
(Hummel et al.  2021). 

Challenges that affect this response include the ambiguousness of the concept of 
ownership, the complexity of the data value cycle and the involvement of multiple 
stakeholders, as well as difficulty in determining who could or would be entitled to 
claim ownership in data (Van Asbroeck et al. 2019). 

4.5 Key Insights 

A combination of active, working governance measures is required to stem the growth 
and ill effects of surveillance capitalism and protect democracy. As we move forward, 
there are some key points that should be considered. 

Breaking Up with Antitrust Regulation is Hard to Do 

While breaking up Big Tech using antitrust regulation might seem like a very attrac-
tive proposition, it is challenging and complex (Matsakis 2019). Moss (2019) assesses 
the potential consequences of breakup proposals and highlights the following three 
issues: 

• Size thresholds could lead to broad restructuring and regulation. 
• Breakup proposals do not appear to consider the broader dynamics created by 

prohibition on ownership of a platform and affiliated businesses. 
• New regulatory regimes for platform utilities will require significant thought. 

A report from the EU-funded SHERPA project (Rodrigues et al. 2020) also high-
lights the implementation burdens imposed on legislators (who must define the letter 
and scope of the law) and on enforcement authorities (who must select appropriate 
targets for enforcement action and make enforcement decisions.) 

Further challenges include the limitations in antitrust enforcement officials’ 
knowledge and the potential impact of ill-advised investigations and prosecutions 
on markets (Cass 2013), never-ending processes, defining what conduct contravenes 
antitrust law (ibid), business and growth disruption, and high costs (The Economist 
2019; Waters 2019), including the impact on innovation (Sokol and Comerford 2016). 

Are “Big Tech’s Employees One of the Biggest Checks on Its Power”? 

Among the most significant actions that have changed the way digital companies 
behave and operate has been action taken by employees of such organisations to 
hold their employers to account over ethical concerns and illegal practices, while 
in the process risking career, reputation, credibility and even life. Ghaffary (2021) 
points out that tech employees are uniquely positioned (with their “behind the scenes” 
understanding of algorithms and company policies) to provide checks and enable the
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Fig. 4.1 Unveiled by whistleblowers 

scrutiny needed to influence Big Tech. In the AI context, given issues of lack of 
transparency, this is significant for its potential to penetrate corporate veils. 

A variety of issues have been brought to light by tech whistleblowers: misuse 
or illegal use of data (Cambridge Analytica) (Perrigo 2019), institutional racism, 
research suppression (Simonite 2021), suppression of the right to organise (Clayton 
2021), the falsification of data, a lack of safety controls and the endangerment of life 
through hosting hate speech and illegal activity (Milmo 2021) (see Fig. 4.1). 

Whistleblowing is now seen in the digital and AI context as a positive corpo-
rate governance tool (Brand 2020). Laws have been and are being amended to 
increase whistleblower protections, for instance in New York and the European 
Union. Reporting by whistleblowers to enforcement bodies is expected to increase as 
regulators improve enforcement and oversight over AI. This might provide a neces-
sary check on Big Tech. However, whistleblowing comes with its own price, espe-
cially for the people brave enough to take this step, and by itself is not enough, given 
the resources of Big Tech and the high human and financial costs to the individuals 
who are forced to undertake such activity (Bridle 2018). 

Surveillance capitalism may be here to stay, at least for a while, and its effects 
might be strong and hard in the short to medium term (and longer if not addressed), 
but as shown above, there are a plethora of mechanisms and tools to address it. In 
addition to the responses discussed in this chapter, it is important that other measures 
be duly reviewed for their potential to support ethical AI and used as required – 
be they market-based, policy- or law-based or societal interventions. Even more 
important is the need to educate and inform the public about the implications for and 
adverse effects on society of surveillance capitalism. This is a role that civil society 
organisations and the media are well placed to support. 
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Chapter 5 
Manipulation 

Abstract The concern that artificial intelligence (AI) can be used to manipulate 
individuals, with undesirable consequences for the manipulated individual as well 
as society as a whole, plays a key role in the debate on the ethics of AI. This chapter 
uses the case of the political manipulation of voters and that of the manipulation 
of vulnerable consumers as studies to explore how AI can contribute to and facil-
itate manipulation and how such manipulation can be evaluated from an ethical 
perspective. The chapter presents some proposed ways of dealing with the ethics of 
manipulation with reference to data protection, privacy and transparency in the of 
use of data. Manipulation is thus an ethical issue of AI that is closely related to other 
issues discussed in this book. 

Keywords Right to life · Safety · Security · Self-driving cars · Smart homes ·
Adversarial attacks · Responsibility · Liability · Quality management · Adversarial 
robustness 

5.1 Introduction 

In the wake of the 2016 US presidential election and the 2016 Brexit referendum it 
became clear that AI had been used to target undecided voters and persuade them 
to vote in a particular direction. Both polls were close, and a change of mind by a 
single-digit percentage of the voter population would have been enough to change 
the outcome. It is therefore reasonable to state that these interventions led by artificial 
intelligence (AI) played a causal role in the ascent of Donald Trump to the American 
presidency and the success of the Brexit campaign. 

These examples of the potential manipulation of elections are probably the most 
high-profile cases of human action being influenced using AI. They are not the 
only ones, however, and they point to the possibility of much further-reaching 
manipulation activities that may be happening already, but are currently undetected.
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5.2 Cases of AI-Enabled Manipulation 

5.2.1 Case 1: Election Manipulation 

The 2008 US presidential election has been described as the first that “relied on 
large-scale analysis of social media data, which was used to improve fundraising 
efforts and to coordinate volunteers” (Polonski 2017). The increasing availability of 
large data sets and AI-enabled algorithms led to the recognition of new possibilities of 
technology use in elections. In the early 2010s, Cambridge Analytica, a voter-profiling 
company, wanted to become active in the 2014 US midterm election (Rosenberg 
et al. 2018). The company attracted a $15 million investment from Robert Mercer, 
a Republican donor, and engaged Stephen Bannon, who later played a key role in 
President Trump’s 2016 campaign and was an important early member of the Trump 
cabinet. Cambridge Analytica lacked the data required for voter profiling, so it solved 
this problem with Facebook data (Cadwalladr and Graham-Harrison 2018). Using a 
permission to harvest data for academic research purposes that Facebook had granted 
to Aleksandr Kogan, a researcher with links to Cambridge University, the company 
harvested not just the data of people who had been paid to take a personality quiz, 
but also that of their friends. This allowed Cambridge Analytica to harvest in total 
50 million Facebook profiles, which allowed the delivery of personalised messages 
to the profile holders and also – importantly – a wider analysis of voter behaviour. 

The Cambridge Analytica case led to a broader discussion of the permissible and 
appropriate uses of technology in Western democracies. Analysing large datasets 
with a view to classifying demographics into small subsets and tailoring indi-
vidual messages designed to curry favour with the individuals requires data analytics 
techniques that are part of the family of technologies typically called AI. 

We will return to the question of the ethical evaluation of manipulation below. 
The questions that are raised by manipulation will become clearer when we look at 
a second example, this one in the commercial sphere. 

5.2.2 Case 2: Pushing Sales During “Prime Vulnerability 
Moments” 

Human beings do not feel and behave the same way all of the time; they have ups 
and downs, times when they feel more resilient and times when they feel less so. 
A 2013 marketing study suggests that one can identify typical times when people 
feel more vulnerable than usual. US women across different demographic categories, 
for example, have been found to feel least attractive on Mondays, and therefore 
possibly more open to buying beauty products (PHD Media 2013). This study goes 
on to suggest that such insights can be used to develop bespoke marketing strategies. 
While the original study couches this approach in positive terms such as “encourage”
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and “empower”, independent observers have suggested that it may be the “grossest 
advertising strategy of all time” (Rosen 2013). 

Large internet companies such as Google and Amazon use data they collect about 
potential customers to promote goods and services that their algorithms suggest 
searchers are in need of or looking for. This approach could easily be combined with 
the concept of “prime vulnerability moments”, where real-time data analysis is used 
to identify such moments in much more detail than the initial study. 

The potential manipulation described in this second case study is already so 
widespread that it may not be noticeable any more. Most internet users are used 
to being targeted in advertising. 

The angle of the case that is interesting here is the use of the “prime vulnera-
bility moment”, which is not yet a concept widely referred to in AI-driven personal 
marketing. The absence of a word for this concept does not mean, however, that the 
underlying approach is not used. As indicated, the company undertaking the original 
study couched the approach in positive and supportive terms. The outcome of such 
a marketing strategy may in fact be positive for the target audience. If a person has 
a vulnerable moment due to fatigue, suggestions of relevant health and wellbeing 
products might help combat that state. This leads us to the question we will now 
discuss: whether and in what circumstances manipulation arises, and how it can be 
evaluated from an ethical position. 

5.3 The Ethics of Manipulation 

An ethical analysis of the concept of manipulation should start with an acknowl-
edgement that the term carries moral connotations. The Cambridge online dictio-
nary offers the following definition: “controlling someone or something to your own 
advantage, often unfairly or dishonestly” (Cambridge Dictionary n.d.) and adds that 
it is used mainly in a disapproving way. The definition thus offers several pointers to 
why manipulation is seen as ethically problematic. The act of controlling others may 
be regarded as concerning, especially the fact that it is done for someone’s advantage, 
which is exacerbated if it is done unfairly or dishonestly. In traditional philosophical 
terms, it is Kant’s prominent categorical imperative that prohibits such manipulation 
on ethical grounds, because one person is being used solely as a means to another 
person’s ends (Kant 1998: 37 [4:428]). 

One aspect of the discussion that is pertinent to the first case study is that the 
manipulation of the electorate through AI can damage democracy. 

AI can have (and likely already has) an adverse impact on democracy, in particular where 
it comes to: (i) social and political discourse, access to information and voter influence, (ii) 
inequality and segregation and (iii) systemic failure or disruption. (Muller 2020: 12)
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Manipulation of voters using AI techniques can fall under heading (i) as voter 
influence. However, it is not clear under which circumstances such influence on voters 
would be illegitimate. After all, election campaigns explicitly aim to influence voters 
and doing so is the daily work of politicians. The issue seems to be not so much the fact 
that voters are influenced, but that this happens without their knowledge and maybe 
in ways that sidestep their ability to critically reflect on election messages. An added 
concern is the fact that AI is mostly held and made use of by large companies, and that 
these are already perceived to have an outsized influence on policy decisions, which 
can be further extended through their ability to influence voters. This contributes to 
the “concentration of technological, economic and political power among a few mega 
corporations [that] could allow them undue influence over governments” (European 
Parliament 2020: 16). 

Another answer to the question why AI-enabled manipulation is ethically prob-
lematic is that it is based on privacy infringements and constitutes surveillance. This 
is certainly a key aspect of the Cambridge Analytica case, where the data of Face-
book users was harvested in many cases without their consent or awareness. This 
interpretation would render the manipulation problem a subproblem of the broader 
discussion of privacy, data protection and surveillance as discussed in Chap. 3. 

However, the issue of manipulation, while potentially linked with privacy and 
other concerns, seems to point to a different fundamental ethical concern. In being 
manipulated, the objects of manipulation, whether citizens and voters or consumers, 
seem to be deprived of their basic freedom to make informed decisions. 

Freedom is a well-established ethical value that finds its expressions in many 
aspects of liberal democracy and forms a basis of human rights. It is also a very 
complex concept that has been discussed intensively by moral philosophers and 
others over millennia (Mill 1859; Berlin 2002). While it may sound intuitively plau-
sible to say that manipulating individuals using AI-based tools reduces their freedom 
to act as they normally would, it is more difficult to determine whether or how this is 
the case. There are numerous interventions which claim that AI can influence human 
behaviour (Whittle 2021), for example by understanding cognitive biases and using 
them to further one’s own ends (Maynard 2019). In particular the collecting of data 
from social media seems to provide a plausible basis for this claim, where manip-
ulation (Mind Matters 2018) is used to increase corporate profits (Yearsley 2017). 
However, any such interventions look different from other threats to our freedom to 
act or to decide, such as incarceration and brainwashing. 

Facebook users in the Cambridge Analytica case were not forced to vote in a 
particular way but received input that influenced their voting behaviour. Of course, 
this is the intended outcome of election campaigns. Clearly the argument cannot be 
that one should never attempt to influence other people’s behaviour. This is what the 
law and, to some extent, ethics do as a matter of course. Governments, companies 
and also special interest groups all try to influence, often for good moral reasons. 
If a government institutes a campaign to limit smoking by displaying gruesome 
pictures of cancer patients on cigarette packets, then this has the explicit intention 
of dissuading people from smoking without ostensibly interfering with their basic 
right to freedom. We mentioned the idea of nudging in Chap. 3, in the context of
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privacy (Benartzi et al. 2017), which constitutes a similar type of intervention. While 
nudging is contentious, certainly when done by governments, it is not always and 
fundamentally unethical. 

So perhaps the reference to freedom or liberty as the cause of ethical concerns in 
the case of manipulation is not fruitful in the discussion of the Cambridge Analytica 
case. A related alternative that is well established as a mid-level principle from 
biomedical ethics (Childress and Beauchamp 1979) is that of autonomy. Given that 
biomedical principles including autonomy have been widely adopted in the AI ethics 
debate, this may be a more promising starting point. Respect for autonomy is, for 
example, one of the four ethical principles that the EU’s High-Level Expert Group 
bases its ethics guidelines for trustworthy AI on (AI HLEG 2019). The definition 
of this principle makes explicit reference to the ability to partake in the democratic 
process and states that “AI systems should not unjustifiably subordinate, coerce, 
deceive, manipulate, condition or herd humans” This suggests that manipulation is 
detrimental to autonomy as it reduces “meaningful opportunity for human choice” 
(ibid: 12). 

This position supports the contention that the problem with manipulation is its 
detrimental influence on autonomy. A list of requirements for trustworthy AI starts 
with “human agency and oversight” (ibid: 15). This requirement includes the state-
ment that human autonomy may be threatened when AI systems are “deployed to 
shape and influence human behaviour through mechanisms that may be difficult to 
detect, since they may harness sub-conscious processes” (ibid: 17). The core of the 
problem, then, is that people are not aware of the influence that they are subjected to, 
rather than the fact that their decisions or actions are influenced in a particular way. 

This allows an interesting question to be raised about the first case study (Face-
book and Cambridge Analytica). Those targeted were not aware that their data had 
been harvested from Facebook, but they may have been aware that they were being 
subjected to attempts to sway their political opinion – or conceivably might have been, 
if they had read the terms and conditions of Facebook and third-party apps they were 
using. In this interpretation the problem of manipulation has a close connection to 
the question of informed consent, a problem that has been highlighted with regard 
to possible manipulation of Facebook users prior to the Cambridge Analytica event 
(Flick 2016). 

The second case (pushing sales during “prime vulnerability moments”) therefore 
presents an even stronger example of manipulation, because the individuals subjected 
to AI-enabled interventions may not have been aware of this at all. A key challenge, 
then, is that technology may be used to fundamentally alter the space of perceived 
available options, thereby clearly violating autonomy. 

Coeckelbergh (2019) uses the metaphor of the theatre, with a director who sets 
the stage and thereby determines what options are possible in a play. AI can similarly 
be used to reveal or hide possible options for people in the real world. In this case 
manipulation would be undetectable by the people who are manipulated, precisely 
because they do not know that they have further options. It is not always possible 
to fully answer the question: when does an acceptable attempt to influence someone
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turn into an unacceptable case of manipulation? But it does point to possible ways 
of addressing the problem. 

5.4 Responses to Manipulation 

An ethical evaluation of manipulation is of crucial importance in determining which 
interventions may be suitable to ensure that AI use is acceptable. If the core of the 
problem is that political processes are disrupted and power dynamics are affected in 
an unacceptable manner, then the response could be sought at the political level. This 
may call for changes to electoral systems or maybe the breaking up of inappropriately 
powerful large tech companies that threaten existing power balances, as proposed by 
the US senator and former presidential candidate Warren (2019) and others (Yglesias 
2019). Similarly, if the core of the ethical concern is the breach of data protection 
and privacy, then strengthening or enforcing data protection rules is likely to be the 
way forward. 

While such interventions may be called for, the uniqueness of the ethical issue 
of manipulation seems to reside in the hidden way in which people are influenced. 
There are various ways in which this could be addressed. On one hand, one could 
outlaw certain uses of personal data, for example its use for political persuasion. As 
political persuasion is neither immoral in principle nor illegal, such an attempt to 
regulate the use of personal data would likely meet justified resistance and be difficult 
to define and enforce legally. 

A more promising approach would be to increase the transparency of data use. 
If citizens and consumers understood better how AI technologies are used to shape 
their views, decisions and actions, they would be in a better position to consciously 
agree or disagree with these interventions, thereby removing the ethical challenge of 
manipulation. 

Creating such transparency would require work at several levels. At all of these 
levels, there is the need to understand and explain how AI systems work. Machine 
learning is currently the most prominent AI application that has given rise to much 
of the ethical discussion of AI. One of the characteristics of machine learning 
approaches using neural networks and deep learning (Bengio et al. 2021) is the  
opacity of the resulting model. A research stream on explainable AI has developed 
in response to this problem of technical opacity. While it remains a matter of debate 
whether explainability will benefit AI, or to what degree the internal states of an AI 
system can be subject to explanation (Gunning et al. 2019), much technical work 
has been undertaken to provide ways in which humans can make sense of AI and 
AI outputs. For instance, there have been contributions to the debate highlighting 
the need for humans to be able to relate to it (Miller 2019; Mittelstadt et al. 2019). 
Such work could, for example, make it clear to individual voters why they have been 
selected as targets for a specific political message, or to consumers why they are 
deemed to be suitable potential customers for a particular product or service.
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Technical explainability will not suffice to address the problem. The ubiquity of 
AI applications means that individuals, even if highly technology-savvy, will not 
have the time and resources to follow up all AI decisions that affect them and even 
less to intervene, should these be wrong or inappropriate. There will thus need to 
be a social and political side to transparency and explainability. This can include 
the inclusion of stakeholders in the design, development and implementation of AI, 
which is an intention that one can see in various political AI strategies (Presidency 
of the Council of the EU 2020; HM Government 2021). 

Stakeholder involvement is likely to address some of the problems of opacity, but 
it is not without problems, as it poses the perennial question: who should have a seat 
at the table (Borenstein et al. 2021)? It will therefore need to be supplemented with 
processes that allow for the promotion of meaningful transparency. This requires 
the creation of conditions where adversarial transparency is possible, for instance 
where critical civil society groups such as Privacy International1 are given access 
to AI systems in order to scrutinise those systems as well as their uses and social 
consequences. To be successful, this type of social transparency will need a suit-
able regulatory environment. This may include direct legislation that would force 
organisations to share data about their systems; a specific regulator with the power 
to grant access to systems or undertake independent scrutiny; and/or novel stan-
dards or processes, such as AI impact assessments, whose findings are required to 
be published (see Sect. 2.4.1). 

5.5 Key Insights 

This chapter has shown that concerns about manipulation as an ethical problem 
arising from AI are closely related to other ethical concerns. Manipulation is directly 
connected to data protection and privacy. It has links to broader societal structures 
and the justice of our socio-economic systems and thus relates to the problem of 
surveillance capitalism. By manipulating humans, AI can reduce their autonomy. 

The ethical issue of manipulation can therefore best be seen using the systems-
theoretical lens proposed by Stahl (2021, 2022). Manipulation is not a unique feature 
that arises from particular uses of a specific AI technology; it is a pervasive capa-
bility of the AI ecosystem(s). Consequently what is called for is not one particular 
solution, but rather the array of approaches discussed in this book. In the present 
chapter we have focused on transparency and explainable AI as key aspects of a 
successful mitigation strategy. However, these need to be embedded in a larger regu-
latory framework and are likely to draw on other mitigation proposals ranging from 
standardisation to ethics-by-design methodologies.

1 https://privacyinternational.org/. 
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Chapter 6 
Right to Life, Liberty and Security 
of Persons 

Abstract Artificial intelligence (AI) can support individuals’ enjoyment of life, 
liberty and security, but it can also have adverse effects on them in a variety of ways. 
This chapter covers three cases affecting human life, liberty and security: one in 
transportation (self-driving cars), one in the home (smart security systems) and one 
in healthcare services (adversarial attacks). The chapter discusses ethical questions 
and three potential solutions to address AI human rights issues related to life, liberty 
and security of persons: defining and strengthening liability regimes, implementing 
quality management systems and adversarial robustness. AI developers, deployers 
and users must respect the sanctity of human life and embed, value and respect 
this principle in the design, development and use of their products and/or services. 
Critically, AI systems should not be programmed to kill or injure humans. 

Keywords Right to life · Safety · Security · Self-driving cars · Smart homes ·
Adversarial attacks 

6.1 Introduction 

All humans enjoy the right to life, liberty and security of the person. The right to life 
is also included as a core right in 77% of the world’s constitutions (UN 2018), is the 
cornerstone of other rights and is enshrined in international human rights instruments 
(Table 6.1).

State parties who are signatories to the human rights instruments enshrining the 
right to life have a duty to take necessary measures to ensure individuals are protected 
from its violation: i.e. its loss, deprivation or removal. 

Artificial intelligence (AI) can support an individual’s enjoyment of life, liberty 
and security by, for example, supporting the diagnosis and treatment of medical 
conditions. Raso et al. (2018) outline how criminal justice risk assessment tools 
could benefit low-risk individuals through increased pre-trial releases and shorter 
sentences. Reports suggest that AI tools could help identify and mitigate human 
security risks and lower crime rates (Deloitte n.d., Muggah 2017).
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Table 6.1 Right to life in international human rights instruments 

Provision Human Rights Instrument 

Right to life, liberty and security of person Universal Declaration of Human Rights 
(UN 1948: art. 3)  

Right to life International Covenant on Civil and Political 
Rights (UN 1966: art. 6)  

Right to life, survival and development Convention on the Rights of the Child (UN 1989: 
art. 6) 

Right to life International Convention on the Protection of the 
Rights of All Migrant Workers and Members of 
Their Families (UN 1990: art. 9)  

Right to life Convention on the Rights of Persons with 
Disabilities (UN 2006: art. 10) 

Right to life American Convention on Human Rights (Pact of 
San José) (UN 1969: art. 4)  

Right to life African Charter on Human and Peoples’ Rights 
(Banjul Charter) (ACHPR 1981: art. 4)  

Right to life and dignity in old age Inter-American Convention on Protecting the 
Human Rights of Older Persons (OAS 2015: 
art. 6) 

Right to life European Convention on Human Rights 
(ECHR 1950: art. 2)

AI can have adverse effects on human life, liberty and security in a variety of ways 
(Vasic and Billard 2013; Leslie 2019), as elaborated in this chapter. Human rights 
issues around life, liberty and security of persons are particularly serious, and risks 
from the use of AI need to be weighed up against the risks incurred when not using AI, 
in comparison with other innovations. AI systems identified as high-risk (European 
Commission 2021) include those used in critical infrastructure (e.g. transportation) 
that could put the life and health of people at risk; in educational or vocational training 
that determine access to education and the professional course of someone’s life (e.g. 
the scoring of exams); in the safety components of products (e.g. AI applications in 
robot-assisted surgery); in employment, the management of workers and access to 
self-employment (e.g. CV-sorting software for recruitment procedures); in essential 
private and public services (e.g. when credit scoring denies citizens the opportunity 
to obtain a loan); in law enforcement that may interfere with people’s fundamental 
rights (e.g. evaluation of the reliability of evidence); in migration, asylum and border 
control management (e.g. verification of the authenticity of travel documents); and 
in the administration of justice and democratic processes (e.g. applying the law to a 
concrete set of facts). These categories of high-risk AI systems have the potential to 
impact the right to life, liberty and security (some in more direct ways than others, 
but nonetheless relevant). 

Life-threatening issues have been raised regarding the use of robot-assisted 
medical procedures and robotics systems in surgery (Alemzadeh et al. 2016), robot



6.2 Cases of AI Adversely Affecting the Right to Life … 65

accidents and malfunctions in manufacturing, law enforcement (Boyd 2016), retail 
and entertainment settings (Jiang and Gainer 1987), security vulnerabilities in smart 
home hubs (Fránik and Čermák 2020), self-driving and autonomous vehicles (AP 
and Reuters 2021), and lethal attacks by AI-armed drone swarms and autonomous 
weapons (Safi 2019). We look at three different cases affecting human life, liberty 
and security, one in the transportation context (self-driving cars), one related to the 
home (smart home security), and one in the healthcare service setting (adversarial 
attacks). 

6.2 Cases of AI Adversely Affecting the Right to Life, 
Liberty and Security of Persons 

6.2.1 Case 1: Fatal Crash Involving a Self-driving Car 

In May 2016, a Tesla car was the first known self-driving car to be involved in a 
fatal crash. The 42-year-old passenger/driver died instantly after colliding with a 
tractor-trailer. The tractor driver was not injured. “According to Tesla’s account of the 
crash, the car’s sensor system, against a bright spring sky, failed to distinguish a large 
white 18-wheel truck and trailer crossing the highway” (Levin and Woolf 2016). An 
examination by the Florida Highway Patrol concluded that the Tesla driver had not 
been attentive and had failed to take evasive action. At the same time, the tractor driver 
had failed, during a left turn, to give right of way, according to the report. (Golson 
2017) 

In this case, the driver had put his car into Tesla’s autopilot mode, which was able 
to control the car. According to Tesla, its autopilot is “an advanced driver assistance 
system that enhances safety and convenience behind the wheel” and, “[w]hen used 
properly” is meant to reduce a driver’s “overall workload” (Tesla n.d.). While Tesla 
clarified that the underlying autonomous software was designed to nudge consumers 
to keep their hands on the wheels to make sure they were paying attention, that does 
not seem to have happened in this case and resulted in a fatality. According to Tesla, 
“the currently enabled Autopilot and Full Self-Driving features require active driver 
supervision and do not make the vehicle autonomous” (ibid). 

In 2018, an Uber test driver in charge of monitoring one of the company’s self-
driving cars was charged with negligent homicide when it hit and killed a pedestrian. 
An investigation by the National Transportation Safety Board (NSTB) concluded that 
the crash had been caused by the Uber test driver being distracted by her phone and 
implicated Uber’s inadequate safety culture (McFarland 2019). The NSTB also found 
that Uber’s system could not correctly classify and predict the path of a pedestrian 
crossing midblock. 

In 2021, two men were killed in Texas after the Tesla vehicle they were in, which 
was going at a high speed, went off the road and hit a tree. The news report also
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mentioned that the men been discussing the autopilot feature before they drove off 
(Pietsch 2021). Evidence is believed to show that no one was driving the vehicle 
when it crashed. 

While drivers seem to expect self-driving cars, as marketed to them, to give them 
more independence and freedom, self-driving cars are not yet, as stated by Tesla, for 
example, “autonomous”. The autopilot function and the “Full Self-Driving” capa-
bility are intended for use with a fully attentive driver with hands on the wheel and 
ready to take over at any moment. 

While some research (Kalra and Groves 2017; Teoh and Kidd 2017) seems to 
suggest that self-driving cars may be safer than those driven by the average human 
driver, the main case and the further examples cited here point to human safety 
challenges from different angles: the safety of the drivers, passengers and other road 
users (e.g. cyclists, pedestrians and animals) and objects that encounter self-driving 
cars. 

Other standard issues raised about self-driving cars, as outlined by Jansen et al. 
(2020), relate to security (the potential for their hacking leading to the compromising 
of personal and sensitive data) and responsibility, that is, where does responsibility 
for harms caused lie: with the manufacturer, the system programmer or software engi-
neer, the driver/passenger, or the insurers? A responsibility gap could also occur, as 
pointed out by the Council of Europe’s Committee on Legal Affairs and Human 
Rights, “where the human in the vehicle—the ‘user-in-charge’, even if not actu-
ally engaged in driving—cannot be held liable for criminal acts and the vehicle 
itself was operating according to the manufacturer’s design and applicable regu-
lations.” (Council of Europe 2020). There is also the challenge of shared driving 
responsibilities between the human driver and the system (BBC News 2020). 

The underlying causes that require addressing in these cases include soft-
ware/system vulnerabilities, inadequate safety risk assessment procedures and over-
sight of vehicle operators, as well as human error and driver distractions (including 
a false sense of security) (Clifford Law 2021). 

6.2.2 Case 2: Smart Home Hubs Security Vulnerabilities 

A smart home hub is a control centre for home automation systems, such as those 
operating the heating, blinds, lights and internet-enabled electronic appliances. Such 
systems allow the user to interact remotely with the hub using, for instance, a smart-
phone. A user who is equipped to activate appliances remotely can arrive at home with 
the networked gas fire burning and supper ready in the networked oven. However, it is 
not only the users themselves who can access their smart home hubs, but also external 
entities, if there are security vulnerabilities, as was the case for three companies 
operating across Europe. (Fránik and Čermák 2020)
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Smart home security vulnerabilities directly affect all aspects of the right to life, 
liberty and security of the person. E.g., Man-in-the-middle attacks that interrupt or 
spoof communication between smart home devices and denial-of-service attacks 
could disrupt or shut devices down and compromise user well-being, safety and 
security. 

Such vulnerabilities and attacks exploiting them can threaten a home, together 
with the peaceful enjoyment of life and human health within it. Unauthorised access 
could also result in threats to human life and health. For example, as outlined in a 
report from the European Union Agency for Cybersecurity (ENISA), safety might 
be compromised and human life thus endangered by the breach, or loss of control, 
of a thermostat, a smoke detector, a CO2 detector or smart locks (Lévy-Bencheton 
et al. 2015). 

When smart home security is exposed to vulnerabilities and threats, these can 
facilitate criminal actions and intrusions, or could themselves be a form of crime (e.g. 
physical damage, theft or unauthorised access to smart home assets) (Barnard-Wills 
et al. 2014). 

While there are many other ethical issues that concern smart homes (e.g. 
access, autonomy, freedom of association, freedom of movement, human touch, 
informed consent, usability), this case study also further underlines two critical issues 
connected to the right to life: security and privacy (Marikyanet al. 2019; Chang et al. 
2021). Hackers could spy on people, get access to very personal information and 
misuse smart-home-connected devices in a harmful manner (Laughlin 2021). Nefar-
ious uses could include the perpetration of identity theft, location tracking, home 
intrusions and access lock-outs. 

The responsibilities for ensuring that smart home devices and services do not 
suffer from vulnerabilities or attacks are manifold, and lie largely with the manufac-
turers and service providers, and with users. Users of smart-home-connected devices 
must carry out their due diligence when purchasing smart devices (by buying from 
reputable companies with good security track records and ensuring that security is 
up to the task). 

6.2.3 Case 3: Adversarial Attacks in Medical Diagnosis 

Medical diagnosis, particularly in radiology, often relies on images. Adversarial 
attacks on medical image analysis systems are a problem (Bortsova et al. 2021) that  
can put lives at risk. This applies whether the AI system is tasked with the medical 
diagnosis or whether the task falls to radiologists, as an experiment with mammogram 
images has shown. Zhou et al. used a generative adversarial network (GAN) model 
to make intentional modifications to radiology images taken to detect breast cancer 
(Zhou et al. 2021). The resulting fake images were then analysed by an AI model and 
by radiologists. The adversarial samples “fool the AI-CAD model to output a wrong 
diagnosis on 69.1% of the cases that are initially correctly classified by the AI-CAD
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model. Five breast imaging radiologists visually identify 29–71% of the adversarial 
samples” (ibid). In both cases, a wrong cancer diagnosis could lead to risks to health 
and life. 

Adversarial attacks are “advanced techniques to subvert otherwise-reliable 
machine-learning systems” (Finlayson et al. 2019). These techniques, for example 
by making tiny image manipulations (adversarial noise) to images that might help 
confirm a diagnosis, guarantee positive trial results or control the rates of medical 
interventions to the advantage of those carrying out such attacks (Finlayson et al. 
2018). 

To raise awareness of adversarial attacks, Rahman et al. (2021) tested COVID-
19 deep learning applications and found that they were vulnerable to adversarial 
example attacks. They report that due to the wide availability of COVID-19 data 
sets, and because some data sets included both COVID-19 patients’ public data and 
their attributes, they could poison data and launch classified inference attacks. They 
were able to inject fake audio, images and other types of media into the training 
data set. Based on this, Rahman et al. (2021) call for further research and the use of 
appropriate defence mechanisms and safeguards. 

The case study and examples mentioned in this section expose the problem of 
machine and deep learning application vulnerabilities in the healthcare setting. They 
show that a lack of appropriate defence mechanisms, safeguards and controls would 
cause serious harm by changing results to detrimental effect. 

6.3 Ethical Questions 

All the case studies raise several ethical issues. Here we discuss some of the core 
ones. 

6.3.1 Human Safety 

To safeguard human safety, which has come to the fore in all three case studies, 
unwanted harms, risks and vulnerabilities to attack need to be addressed, prevented 
and eliminated throughout the life cycle of the AI product or service (UNESCO 
2021). Human safety is rooted in the value of human life and wellbeing. Safety 
requires that AI systems and applications should not cause harm through misuse, 
questionable or defective design and unintended negative consequences. Safety, in 
the context of AI systems, is connected to ensuring their accuracy, reliability, security 
and robustness (Leslie 2019). Accuracy refers to the ability of an AI system to make 
correct judgements, predictions, recommendations or decisions based on data or
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models (AI HLEG 2019). Inaccurate AI predictions may result in serious and adverse 
effects on human life. Reliability refers to the ability of a system to work properly 
using different inputs and in a range of situations, a feature that is deemed critical 
for both scrutiny and harms prevention (ibid). Security calls for protective measures 
against vulnerabilities, exploitation and attacks at all levels: data, models, hardware 
and software (ibid). Robustness requires that AI systems use a preventative approach 
to risk. The systems should behave reliably while minimising unintentional and 
unexpected harm and preventing unacceptable harm, and at the same time ensuring 
the physical and mental integrity of humans (ibid). 

6.3.2 Privacy 

As another responsible AI principle, privacy (see Chap. 3) is also particularly impli-
cated in the first and second case studies. Privacy, while an ethical principle and 
human right in itself, intersects with the right to life, liberty and security, and supports 
it with protective mechanisms in the technological context. This principle, in the AI 
context, includes respect for the privacy, quality and integrity of data, and access to 
data (AI HLEG 2019). Privacy vulnerabilities manifest themselves in data leakages 
which are often used in attacks (Denko 2017). Encryption by itself is not seen to 
provide “adequate privacy protection” (Apthorpe et al. 2017). AI systems must have 
appropriate levels of security to prevent unauthorised or unlawful processing, acci-
dental loss, destruction or damage (ICO 2020). They must also ensure that privacy 
and data protection are safeguarded throughout the system’s lifecycle, and data access 
protocols must be in place (AI HLEG 2019). Furthermore, the quality and integrity 
of data are critical, and processes and data sets used require testing at all stages. 

6.3.3 Responsibility and Accountability 

When anything goes wrong, we look for who is responsible for making decisions 
about liability and accountability. Responsibility is seen in terms of ownership and/or 
answerability. In the cases examined here, responsibility might lie with different 
entities, depending on their role and/or culpability in the harms caused. The cases 
furthermore suggest that the allocation of responsibility may not be simple or straight-
forward. In the case of an intentional attack on an AI system, it may be possible to 
identify the individual orchestrating it. However, in the case of the autonomous 
vehicle or that of the smart home, the combination of many contributions and the 
dynamic nature of the system may render the attempt to attribute the actions of the 
system difficult, if not impossible. 

Responsibility lies not only at the point of harm but goes to the point of inception 
of an AI system. As the ethics guidelines of the European Commission’s High-Level 
Expert Group on Artificial Intelligence outline (AI HLEG 2019), companies must
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identify the impacts of their AI systems and take steps to mitigate adverse impacts. 
They must also comply with technical requirements and legal obligations. Where a 
provider (a natural or legal person) puts a high-risk AI system on the market or into 
service, they bear the responsibility for it, whether or not they designed or developed 
it (European Commission 2021). 

Responsibility faces many challenges in the socio-technical and AI context 
(Council of Europe 2019). The first, the challenge of “many hands” (Van de Poel 
et al. 2012) results as the “development and operation of AI systems typically entails 
contributions from multiple individuals, organisations, machine components, soft-
ware algorithms and human users, often in complex and dynamic environments”. 
(Council of Europe 2019). A second challenge relates to how humans placed in the 
loop are made responsible for harms, despite having only partial control of an AI 
system, in an attempt by other connected entities to shirk responsibility and liability. 
A third challenge highlighted is the unpredictable nature of interactions between 
multiple algorithmic systems that generate novel and potentially catastrophic risks 
which are difficult to understand (Council of Europe 2019). 

For now, responsibility for acts and omissions in relation to an AI product or 
service and system-related harms lies with humans. The Montreal Declaration for a 
Responsible Development of AI (2018) states that the development and use of AI 
“must not contribute to lessening the responsibility of human beings when decisions 
must be made”. However, it also provides that “when damage or harm has been 
inflicted by an AIS [AI system], and the AIS is proven to be reliable and to have 
been used as intended, it is not reasonable to place blame on the people involved in 
its development or use”. 

Accountability, as outlined by the OECD, refers to. 

the expectation that organisations or individuals will ensure the proper functioning, 
throughout their lifecycle, of the AI systems that they design, develop, operate or deploy, 
in accordance with their roles and applicable regulatory frameworks, and for demonstrating 
this through their actions and decision-making process (for example, by providing docu-
mentation on key decisions throughout the AI system lifecycle or conducting or allowing 
auditing where justified). (OECD n.d.) 

Accountability, in the AI context, is linked to auditability (assessment of algo-
rithms, data and design processes), minimisation and reporting of negative impacts, 
addressing trade-offs and conflicts in a rational and methodological manner within 
the state of the art, and having accessible redress mechanisms (AI HLEG 2019). 

But accountability in the AI context is also not without its challenges, as 
Busuioc (2021) explains. Algorithm use creates deficits that affect accountability: 
the compounding of informational problems, the absence of adequate explanation or 
justification of algorithm functioning (limits on questioning this), and ensuing diffi-
culties with diagnosing failure and securing redress. Various regulatory tools have 
thus become important to boost AI accountability.
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6.4 Responses 

Given the above issues and concerns, it is important to put considerable effort into 
preventing AI human rights issues arising around life, liberty and security of persons, 
for which the following tools will be particularly helpful. 

6.4.1 Defining and Strengthening Liability Regimes 

An effective liability regime offers incentives that help reduce risks of harm and 
provide means to compensate the victims of such harms. “Liability” may be defined 
by contractual requirements, fault or negligence-based liability, or no-fault or strict 
liability. With regard to self-driving cars, liability might arise from tort for drivers 
and insurers and from product liability for manufacturers. Different approaches are 
adopted to reduce risks depending on the type of product or service. 

Are current liability regimes adequate for AI? As of 1 April 2022, there were no 
AI-specific legal liability regimes in the European Union or United States, though 
there have been some attempts to define and strengthen existing liability regimes to 
take into account harms from AI (Karner et al. 2021). 

The European Parliament’s resolution of 20 October 2020 with recommendations 
to the European Commission on a civil liability regime for AI (European Parliament 
2020) outlined that there was no need for a complete revision of the well-functioning 
liability regimes in the European Union. However, the capacity for self-learning, the 
potential autonomy of AI systems and the multitude of actors involved presented a 
significant challenge to the effectiveness of European Union and national liability 
framework provisions. The European Parliament recognised that specific and coor-
dinated adjustments to the liability regimes were necessary to compensate persons 
who suffered harm or property damage, but did not favour giving legal personality 
to AI systems. It stated that while physical or virtual activities, devices or processes 
that were driven by AI systems might technically be the direct or indirect cause of 
harm or damage, this was nearly always the result of someone building, deploying 
or interfering with the systems (European Parliament 2020). Parliament recognised, 
though, that the Product Liability Directive (PLD), while applicable to civil liability 
claims relating to defective AI systems, should be revised (along with an update of the 
Product Safety Directive) to adapt it to the digital world and address the challenges 
posed by emerging digital technologies. This would ensure a high level of effective 
consumer protection and legal certainty for consumers and businesses and minimise 
high costs and risks for small and medium-sized enterprises and start-ups. The Euro-
pean Commission is taking steps to revise sectoral product legislation (Ragonnaud 
2022; Šajn 2022) and undertake initiatives that address liability issues related to new 
technologies, including AI systems. 

A comparative law study on civil liability for artificial intelligence (Karner et al. 
2021) questioned whether the liability regimes in European Union Member States
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provide for an adequate distribution of all risks, and whether victims will be indem-
nified or remain undercompensated if harmed by the operation of AI technology, 
even though tort law principles would favour remedying the harm. The study also 
highlights that there are some strict liabilities in place in all European jurisdictions, 
but that many AI systems would not fall under such risk-based regimes, leaving 
victims to pursue compensation via fault liability. 

With particular respect to self-driving vehicles, existing legal liability frameworks 
are being reviewed and new measures have been or are being proposed (e.g. Auto-
mated and Electric Vehicles Act 2018; Dentons 2021). These will need to deal with 
issues that arise from the shifts of control from humans to automated driver assistance 
systems, and to address conflicts of interest, responsibility gaps (who is responsible 
and in what conditions, i.e. the human driver/passengers, system operator, insurer or 
manufacturer) and the remedies applicable. 

A mixture of approaches is required to address harms by AI, as different liability 
approaches serve different purposes: these could include fault- or negligence-based 
liability, strict liability and contractual liability. The strengthening of provisions for 
strict liability (liability that arises irrespective of fault or of a defect, malperformance 
or non-compliance with the law) is highly recommended for high-risk AI products 
and services (New Technologies Formation 2019), especially where such products 
and services may cause serious and/or significant and frequent harms, e.g. death, 
personal injury, financial loss or social unrest (Wendehorst 2020). 

6.4.2 Quality Management for AI Systems 

Given the risks shown in the case studies presented, it is critical that AI system 
providers have a good quality management system in place. As outlined in detail in 
the proposal for the Artificial Intelligence Act (European Commission 2021), this 
should cover the following aspects: 

1. a strategy for regulatory compliance … 
2. techniques, procedures and systematic actions to be used for the design, design 

control and design verification of the high-risk AI system; 
3. techniques, procedures and systematic actions to be used for the development, 

quality control and quality assurance of the high-risk AI system; 
4. examination, test and validation procedures to be carried out before, during and 

after the development of the high-risk AI system, and the frequency with which 
they have to be carried out, 

5. technical specifications, including standards, to be applied and, where the rele-
vant harmonised standards are not applied in full, the means to be used to ensure 
that the high-risk AI system complies with the requirements set out [in this law]; 

6. systems and procedures for data management, including data collection, data 
analysis, data labelling, data storage, data filtration, data mining, data aggrega-
tion, data retention and any other operation regarding the data that is performed
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before and for the purposes of the placing on the market or putting into service 
of high-risk AI systems; 

7. the risk management system … 
8. the setting-up, implementation and maintenance of a post-market monitoring 

system … 
9. procedures related to the reporting of serious incidents and of malfunctioning … 
10. the handling of communication with national competent authorities, competent 

authorities, including sectoral ones, providing or supporting the access to data, 
notified bodies, other operators, customers or other interested parties; 

11. systems and procedures for record keeping of all relevant documentation and 
information, 

12. resource management, including security of supply related measures, 
13. an accountability framework setting out the responsibilities of the management 

and other staff … 

6.4.3 Adversarial Robustness 

Case 3 demonstrates the need to make AI models more robust to adversarial attacks. 
As an IBM researcher puts it, “Adversarial robustness refers to a model’s ability to 
resist being fooled” (Chen 2021). This calls for the adoption of various measures, 
such as the simulation and mitigation of new attacks, via, for example, reverse engi-
neering to recover private data, adversarial training (Tramèr et al. 2018; Bai et al 
2021, University of Pittsburgh 2021), using pre-generating adversarial images and 
teaching the model that these images are manipulated, and designing robust models 
and algorithms (Dhawale et al. 2022). The onus is clearly on developers to prepare 
for and anticipate AI model vulnerabilities and threats. 

Examples abound of efforts to increase adversarial robustness (Gorsline et al. 
2021). Li et al. (2021) have proposed an enhanced defence technique called Atten-
tion and Adversarial Logit Pairing (AT + ALP), which, when applied to clean exam-
ples and their adversarial counterparts, would help improve accuracy on adversarial 
examples over adversarial training. Tian et al. (2021) have proposed what they call 
“detect and suppress the potential outliers” (DSPO), a defence against data poisoning 
attacks in federated learning scenarios. 

6.5 Key Insights 

The right to life is the baseline of all rights: the first among other human rights. It is 
closely related to other human rights, including some that are discussed elsewhere 
in this book, such as privacy (see Chap. 3) or dignity (see Chap. 7). 

In the AI context, this right requires AI developers, deployers and users to respect 
the sanctity of human life and embed, value and respect this principle in the design,
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development and use of their products and/or services. Critically, AI systems should 
not be programmed to kill or injure humans. 

Where there is a high likelihood of harms being caused, even if accidental, 
additional precautions must be taken and safeguards set up to avoid them, for 
example the use of standards, safety-based design, adequate monitoring of the AI 
system (Anderson 2020), training, and improved accident investigation and reporting 
(Alemzadeh et al. 2016). 

While the technology may have exceeded human expectations, AI must support 
human life, not undermine it. The sanctity of human life must be preserved. What is 
furthermore required is sensitivity to the value of human life, liberty and security. It is 
insensitivity to harms and impacts that leads to change-resistant problematic actions. 
Sensitivity requires the ability to understand what is needed and the taking of helpful 
actions to fulfil that need. It also means remembering that AI can influence, change 
and damage human life in many ways. This sensitivity is required at all levels: 
development, deployment and use. It requires continuous learning on the adverse 
impacts that an AI system may have on human life, liberty and security and avoiding 
and/or mitigating such impacts to the fullest extent possible. 
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Chapter 7 
Dignity 

Abstract Dignity is a very prominent concept in human rights instruments, in partic-
ular constitutions. It is also a concept that has many critics, including those who argue 
that it is useless in ethical debates. How useful or not dignity can be in artificial intel-
ligence (AI) ethics discussions is the question of this chapter. Is it a conversation 
stopper, or can it help explain or even resolve some of the ethical dilemmas related to 
AI? The three cases in this chapter deal with groundless dismissal by an automated 
system, sex robots and care robots. The conclusion argues that it makes perfect sense 
for human rights proponents to treat dignity as a prime value, which takes prece-
dence over others in the case of extreme dignity violations such as torture, human 
trafficking, slavery and reproductive manipulation. However, in AI ethics debates, it 
is better seen as an equal among equals, so that the full spectrum of potential benefits 
and harms are considered for AI technologies using all relevant ethical values. 

Keywords Dignity · AI ethics · Sex robots · Care robots 

7.1 Introduction 

Most human rights instruments protect the inherent dignity of human beings. For 
instance, the opening of the Universal Declaration of Human Rights states that 
“recognition of the inherent dignity and of the equal and inalienable rights of all 
members of the human family is the foundation of freedom, justice and peace in the 
world” (UN 1948). And the first article of the German constitution (Grundgesetz) 
reads: “(1) Human dignity shall be inviolable. To respect and protect it shall be the 
duty of all state authority” (Germany 1949). 

Given the focus of this book on artificial intelligence (AI) ethics cases that relate 
to potential human rights infringements, one might think that the concept of dignity 
would be very useful. And indeed, as will be seen below, dignity has made an entrance 
into AI ethics discussions. 

However, it is also important to note that the meaning of the term “dignity” is 
highly contested (Schroeder and Bani-Sadr 2017). The Canadian Supreme Court
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Fig. 7.1 Dignity classification 

even decided that dignity was no longer to be used in anti-discrimination cases as it 
was too confusing and difficult to apply. 

[H]uman dignity is an abstract and subjective notion that … cannot only become confusing 
and difficult to apply; it has also proven to be an additional burden on equality claimants. 
(Kapp 2008: 22) 

To give specific meaning to the concept of dignity in the context of three AI 
ethics cases, the classification model developed by Schroeder and Bani-Sadr (2018) 
is summarised below. 

Three broad types of dignity can be distinguished: the dignity associated with 
specific conduct or roles, the intrinsic dignity of all human beings and the critical 
interpretation, which sees dignity as nothing but a slogan to stop debate (ibid: 53) 
(see Fig. 7.1). 

Aspirational dignity, associated with specific conduct or roles, is not available to 
all human beings, and it is possible to distinguish three main varieties. 

Dignity as an expression of virtue According to Beyleveld and Brownsword 
(2001: 139), Nelson Mandela exemplifies the personification of dignity as virtue. His 
fortitude in the face of adversity—throughout decades of imprisonment—deserves 
almost universal admiration. 

Dignity through rank and position The original, historical meaning of dignity 
is related to rank and position within hierarchies. For instance, Machiavelli (2015) 
believed that “dignity [is conferred] by antiquity of blood” rather than through actions 
individuals can take, such as being virtuous. 

Dignity of comportment In Dostoevsky’s Crime and Punishment (1917), two 
impoverished ladies are described whose gloves “were not merely shabby but had 
holes in them, and yet this evident poverty gave the two ladies an air of special dignity, 
which is always found in people who know how to wear poor clothes.” Independently 
of virtue or rank, these two ladies display dignified comportment, which Dostoevsky 
singles out for praise in the name of dignity. 

In contrast to these varieties of aspirational dignity, intrinsic dignity is available 
to all human beings and is described in two main ways within Western philosophy 
and Christian thinking. 

Dignity as intrinsic worth The most prominent understanding of dignity in 
Western philosophy today is based on Immanuel Kant’s interpretation of dignity
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as intrinsic worth, which is not selective but belongs to all human beings.1 It cannot 
be denied even to a vicious man, according to Immanuel Kant (1990: 110 [463]), our 
translation). Hence, dignity as intrinsic worth is unrelated to virtue and moral conduct. 
From Kantian-type dignity stems the prohibition against actions that dehumanise and 
objectify human beings—enshrined in the Universal Declaration of Human Rights 
(UN 1948)—in the worst cases through slavery, torture or degrading treatment. 

Dignity as being created in the image of God The Catholic Church also promotes 
the idea that all human beings have dignity, because all human beings, they maintain, 
“are created in the image and likeness of God” (Markwell 2005: 1132). 

These two groups of dignity interpretations (aspirational and intrinsic) are joined 
by a third, highly critical position. Ruth Macklin (2003) famously argued that dignity 
“is a useless concept … [that] can be eliminated [from ethics debates] without any 
loss of content”. Harvard professor Steven Pinker even claimed that dignity is “a 
squishy, subjective notion” used mostly “to condemn anything that gives someone 
the creeps” (Pinker 2008). Thinkers in this group believe that dignity is often used 
as a “conversation stopper” to avoid having an in-depth dialogue about challenging 
issues (Birnbacher 1996). 

How useful dignity might be in AI ethics discussions is the question for this 
chapter. Is it a conversation stopper, or is it useful in helping understand or even 
resolve some of the ethical dilemmas related to AI? 

7.2 Cases of AI in Potential Conflict with Human Dignity 

7.2.1 Case 1: Unfair Dismissal 

“Automation can be an asset to a company, but there needs to be a way for humans 
to take over if the machine makes a mistake,” says Ibrahim Diallo (Wakefield 2018). 
Diallo was jobless for three weeks in 2017 (Diallo 2018) after being dismissed by an 
automated system for no reason his line manager could ascertain. It started with an 
inoperable access card, which no longer worked for his Los Angeles office, and led 
to him being escorted from the building “like a thief” (Wakefield 2018) by security 
staff following a barrage of system-generated messages. Diallo said the message that 
made him jobless was “soulless and written in red as it gave orders that dictated my 
fate. Disable this, disable that, revoke access here, revoke access there, escort out of 
premises … The system was out for blood and I was its very first victim” (ibid). After 
three weeks, his line manager identified the problem (an employee who had left the 
company had omitted to approve an action) and reinstated Mr Diallo’s contractual 
rights.

1 One of us has dealt elsewhere with the challenge that Immanuel Kant bestows dignity only upon 
rational beings (Schroeder and Bani-Sadr 2017). 
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Commenting on the case, AI expert Dave Coplin noted: “It’s another example of 
a failure of human thinking where they allow it to be humans versus machines rather 
than humans plus machines” (ibid). Another commentator used the term “dignity” 
in connection with this case, noting that “the dignity of human beings and their 
‘diminishing value’ [is at stake] as we approach the confluence of efficiencies gained 
from the increasing implementation of artificial intelligence and robotics” (Diallo 
2018). 

Being escorted from the building like a thief—that is, a criminal—as Diallo put 
it, and without any wrongdoing on his part, can indeed be interpreted in terms of 
a loss of dignity. Psychological research has shown that being wrongly accused of 
criminal offences can have severe consequences for the accused, including for their 
sense of self and their sense of dignity. 

Along with changes in personality, participants also experienced various other losses related 
to their sense of self, for example loss of dignity and credibility … and loss of hope and 
purpose for the future [italics added]. (Brooks and Greenberg 2020) 

Interpreted this way, the dignity lost by Diallo would be aspirational dignity, 
dignity that is conduct-related. Being publicly suspected of unlawful or immoral 
behaviour can, then, lead to a sense of having lost dignity. However, the reason why 
dignity is not helpful in this AI ethics case is that it is unnecessary to the argument. 
A dignity interpretation does not move the case forward. There is no moral dilemma 
to be solved. It is obvious that a human being should not be treated like a criminal 
and made redundant for the sole reason that an opaque system is unresponsive—in 
this example, to Diallo’s line manager. AI designed to assist with human resources 
decisions should be understandable, and, as Dave Coplin has noted, should operate 
on the basis of humans plus machines, not humans versus machines. 

This problem is not unique to AI, a fact that can easily be verified with reference 
to the success rates of unfair dismissal cases brought by employees. Useful figures 
are available from Australia, for instance, which radically reformed its dismissal 
regulations in 2006. Freyens and Oslington (2021) put the success rate of employees 
claiming unfair dismissal at 47–48% for the period from 2001 to 2015 (a time when 
cases are unlikely to have been influenced significantly by AI decision-making). 
Hence, almost half of the employees who challenged employers about their dismissal 
were deemed to have been unfairly dismissed, as Diallo was, yet most likely without 
the involvement of AI systems. 

The challenge is summarised by Goodman and Kilgallan (2021) from the point 
of view of employers: 

AI will continue to develop and will likely outperform humans in some aspects of working 
life. However, the technology has wide implications and employers should be cautious. AI 
has two notable flaws: the human error of thinking AI is infallible and the lack of transparency 
in its outcomes. 

From the point of view of employees like Ibrahim Diallo, it is also vital for the 
system that made him jobless to significantly increase its transparency.
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7.2.2 Case 2: Sex Robots 

One of the first sex robots available to buy is called Harmony (Boran 2018). The 
female body of this sex doll is combined with a robotic head, which can turn; the 
mouth can smile and the eyes can blink. The robot’s AI element is steered through an 
app on the owner’s phone. While Harmony cannot stand up, conversation is possible 
as the app stores information about the owner. The machine doll has been described as 
“a more sophisticated, sexy Alexa” built on “a very reductive stereotype of femininity: 
narrow waist, big breasts, curvaceous hips, long blonde hair” (Cosmopolitan 2021). 
Harmony and other sex robots have been at the centre of highly controversial ethics 
debates. 

The concept of dignity plays a big role in ethics debates about sex robots. Sex 
robots have been promoted as a way of “achieving ‘dignity’ … [by enabling] phys-
ical touch, intimacy, and sexual pleasure … [for] disabled people” and for “men 
and women rejected sexually by other men, or women” (Zardiashvili and Fosch-
Villaronga 2020). However, it is also argued that “the everlasting availability as well 
as the possibility to perform any sexual activity violates gender dignity and equality, 
causing harm that is understood as objectification and commodification” (Rigotti 
2020). 

The type of dignity both of these discourses appeal to is intrinsic dignity, which 
requires all human beings to be treated with respect and not objectified. Or, as 
Immanuel Kant (1998: 110 [4:428]) put it in his principle of humanity, 

the human being … exists as an end in itself, not merely as a means to be used by this or 
that will at its discretion; instead [the human being] … must … always be regarded at the 
same time as an end. 

Two main routes are available for discussing the potential moral dilemma of sex 
robots and their impact on the intrinsic dignity of human beings. 

The first route links human rights to sexual rights and sexual autonomy. This 
route can start, for instance, with the World Health Organization’s (WHO) strategy 
to count “sexual … well-being” as “fundamental to the overall health and well-being 
of individuals” and therefore related to article 25 of the Universal Declaration of 
Human Rights (WHO n.d.b) (see box). 

Universal Declaration of Human Rights, Article 25 

“Everyone has the right to a standard of living adequate for the health and well-being 
of himself and of his family.” (UN 1948) 

Historically, the sexual rights movement focused on the prevention of harm, in 
particular emphasising the rights of girls and women to be free from sexual violence.
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Later, the same movement focused on the rights to self-expression of sexual inclina-
tion without fear of discrimination for lesbian, gay and transgender people (Miller 
2009). 

In 2002, going beyond the focus on harm and discrimination, a WHO-
commissioned report defined sexual rights as “human rights that are already recog-
nized in national laws, international human rights documents and other consensus 
statements. They include the right of all persons … to … pursue a satisfying, safe 
and pleasurable sexual life” (WHO n.d.a). This sexual right to a pleasurable sexual 
life is limited by the injunction not to infringe the rights of others (ibid). The step 
from this type of sexual autonomy to sex robots is short. 

If sexual freedom is an integral part of personal autonomy and interference is illegitimate 
whenever consent and private acts are involved, then robotic sexual intercourse will take 
place at home, coming to no direct harm to others and falling within the buyer’s right to 
privacy. (Rigotti 2019) 

Despite some highly optimistic predictions about the benefits of sex robots— 
e.g. they will allegedly fill the void in the lives of people who have no-one and 
therefore provide a “terrific service” to humankind (Wiseman 2015)—the linchpin 
in this discussion will be the consideration of potential harm. And this is the starting 
point of the second route for discussing the potential moral dilemma of sex robots 
and their impact on the intrinsic dignity of human beings. 

This second route assumes as its starting point that the harm from sex robots 
is inevitable. For instance, Professor Kathleen Richardson’s Campaign Against Sex 
Robots warns against “reinforcing female dehumanisation” and seeks “to defend the 
dignity and humanity of women and girls” (CASR n.d.). In her view, sex robots will 
strengthen a relationship model where buyers of sex can turn off empathy towards 
the sellers of sex and cement relations of power where one party is not recognised 
as a human being, but simply as a needs fulfiller framed according to male desires 
(Richardson 2015): a sole means, not simultaneously an end in herself, in Kantian 
terminology. 

Richardson’s views are strengthened by the fact that sex robots are almost exclu-
sively female (Rigotti 2019), that one can speak of “a market by men for men” 
(Cosmopolitan 2021) and that “the tech’s development is largely … focused on the 
fulfillment of straight male desire” (Edwards 2016). Sex robots are thus seen as an 
extension of sex work (Richardson uses the term “prostitution”), where “the buyer 
of sex is at liberty to ignore the state of the other person as a human subject who is 
turned into a thing” (Richardson 2015). 

At this point, most commentators will note that sex robots are things, they do not 
have to be objectified into things. Somewhat cynically, one could ask: what harm 
does it do if a fanatical Scarlett Johansson admirer builds a sex robot in her image, 
which winks and smiles at him (Pascoe 2017)? It’s only a thing, and it might even do 
some good. For instance, it has been suggested that sex robots, used within controlled 
environments, could help redirect “the sexual behavior of high-risk child molesters 
… without endangering real children” (Zara et al. 2022).
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Fig. 7.2 Golden mean on sex robot positions? 

The two routes to discussing the ethical issues of sex robots sketched above could 
also be illustrated as a continuum with two opposing poles which meet where sexual 
autonomy that does not create harm might be the Aristotelian golden mean (Aristotle 
2000: 102 [1138b]). (Aristotle argued that one should always strive to find the middle 
between excess and deficiency: courage, for instance, lying between recklessness and 
cowardice (Aristotle 2000: 49 [1115b]) (see Fig. 7.2). 

Ensuring that sex robots are used without creating harm might pose serious 
challenges, which are discussed further below. First, we look at care robots. 

7.2.3 Case 3: Care Robots 

An old lady sits alone in her sheltered accommodation stroking her pet robot seal. She 
has not had any human visitors for days. A humanoid robot enters the room, delivers 
a tray of food, and leaves after attempting some conversation about the weather, and 
encouraging her to eat it all up. The old lady sighs, and reluctantly complies with the 
robot’s suggestions. When she finishes eating, she goes back to stroking the pet robot 
seal: ‘At least you give my life some meaning’ she says. (Sharkey 2014) 

Amanda Sharkey paints this picture of an old lady and her care robot in her paper 
“Robots and Human Dignity: A Consideration of the Effects of Robot Care on the 
Dignity of Older People”. 

Despite the emphasis on dignity in the title, she then delivers a very even-handed 
risk and benefit analysis of care robots, with only limited reference to potential dignity 
violations. In particular, she distinguishes three types of care robots for the elderly: 
first, assistive robots, which can, for instance, help with feeding and bathing, or 
moving a person with limited mobility from a bed to a wheelchair; second, monitoring 
robots, which can, for instance, detect falls, manage diaries or provide reminders 
about taking medication; and third, companion robots, which often take the form of 
pets such as the robot seal in the case description. 

In her discussion of the ethical challenges of care robots, Sharkey establishes 
only three connections with dignity. Assistive robots can increase human dignity for 
elderly people, she believes, in particular by increasing mobility and access to social



86 7 Dignity

interaction. Monitoring robots, likewise, can increase human dignity, she argues, by 
enabling elderly people to live independently for longer than otherwise possible. 
The only ethical challenge related to human dignity Sharkey identifies is related to 
companion robots, which could infantilise elderly people in the eyes of carers or 
undermine their self-respect, if offered as a sole replacement for human interaction. 

Arguably, the concept of dignity does no important work in the first two cases. 
If a technology can increase mobility and access to social interaction, and enable 
elderly people to live independently for longer than otherwise possible, the positive 
contributions to wellbeing are easily understood without reference to the contested 
concept of dignity (Stahl and Coeckelberg 2016). A similar point could be made 
using research by Robinson et al. (2014): 

[O]lder people indicated that they would like a robot for detecting falls, controlling appli-
ances, cleaning, medication alerts, making calls and monitoring location. Most of these tasks 
point towards maintaining independence and dignity. 

If one removed the term “dignity” in this quote, which is a technique suggested 
by dignity critics to ascertain whether the concept is useful or not (Macklin 2003), 
then the potential benefit of robotic technology in elderly care remains, namely 
maintaining independence. 

Perhaps unsurprisingly, then, when Stahl and Coeckelbergh (2016) examine 
exactly the same problem (the ethical challenges of health and care robots) they 
make no reference to dignity at all. Where they align with Sharkey, but use different 
wording, is on the question of “cold and mechanical” machine care, which might 
be seen as abandoning elderly people and handing them “over to robots devoid of 
human contact” (ibid). Stahl and Coeckelberg (ibid) ask whether this might be an 
objectification of care receivers. In other words, they employ the Kantian concept of 
dignity, also used by Richardson to justify her Campaign Against Sex Robots, to ask 
whether elderly people who are cared for by robots are objectified—in other words, 
turned from subjects into things. 

7.3 Ethical Questions Concerning AI and Dignity 

There is something behind all three AI cases that is not easy to describe and warrants 
ethical attention. It is linked to how people are seen by others and how this relates 
to their own self-respect. Jean-Paul Sartre (1958: 222) used the concept of the gaze 
to describe this situation. 

[T]he Other is the indispensable mediator between myself and me. … By the mere appearance 
of the Other, I am put in the position of passing judgement on myself as an object, for it is 
as an object that I appear to the other. 

It was the fact that Diallo was seen by others and possibly judged as a wrongdoer 
that made his forced removal from his workplace a potential dignity issue. The 
concern that sex robots may reinforce human relationships that see women and girls
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as mere needs fulfillers of male sexual desires and not as human subjects in their 
own right is what seems to drive Richardson’s campaign to ban sex robots. And it 
is the fact that elderly people in care who engage with their robot pets are possibly 
seen as infantilised in the eyes of carers that is one of Sharkey’s main concerns. 

The judgement-filled gaze of the other and the link to self-respect as one passes 
judgement on oneself through the eyes of the other is what makes the three AI 
cases above relevant to dignity debates. “Dignity” therefore seems a suitable word 
to describe at least some of the moral dilemmas involved in the cases. One might 
hence argue that dignity is not a mere conversation stopper, but a helpful concept in 
the context of AI ethics. Let us examine this further. 

It is suggested above that the concept of dignity is not necessary in drawing useful 
ethical conclusions from the first case, that of unfair dismissal due to an opaque AI 
system. This position would maintain that there is no moral dilemma as there are no 
proponents of competing claims who have to find common ground. Unfair dismissal 
due to opaque AI ought to be avoided.2 Any technical or organisational measures 
(e.g. ethics by design, see Sect. 2.4.2) that can reasonably be used, should be used 
to achieve this goal. At the same time, it is essential that remedies be available to 
employees and workers who find themselves in a situation similar to Diallo’s. Thus, 
a report presented to the UK Trades Union Congress (Allen and Masters 2021: 77) 
stressed the following: 

Unfair dismissal legislation should protect employees ... from dismissal decisions that are 
factually inaccurate or opaque in the usual way. The use of AI-powered tools to support such 
decisions does not make any difference to this important legal protection. 

Cases 2 and 3 are more complex in terms of their dignity angle, especially Case 
2, sex robots. We shall first discuss Case 3 to provide additional leads for Case 2. 

In “‘Oh, Dignity Too?’ Said the Robot: Human Dignity as the Basis for the Gover-
nance of Robotics”, Zardiashvili and Fosch-Villaronga (2020) identify eight major 
ethical concerns in employing care robots for the elderly: safe human–robot inter-
action, the allocation of responsibility, privacy and data protection loss, autonomy 
restriction, deception and infantilisation, objectification and loss of control, human– 
human interaction decrease, and long-term consequences. While the authors recog-
nise that “[r]obots might be the solution to bridge the loneliness that the elderly often 
experience; they may help wheelchair users walk again, or may help navigate the 
blind” (ibid), they also “acknowledge that human contact is an essential aspect of 
personal care and that … robots for healthcare applications can challenge the dignity 
of users” (ibid). 

We have themed seven of the above concerns into five headings and removed 
the eighth as it applies to all emerging technologies (“Technology … may have 
long-term consequences that might be difficult to foresee”). For our interpretation 
of Zardiashvili and Fosch-Villaronga’s (2020) ethical concerns in relation to care 
robots and the elderly see Fig. 7.3.

2 Unfair dismissal due to performance being measured by inaccurate algorithms is not covered here, 
as it is more relevant to Chap. 2 on discrimination than this one on dignity. For relevant literature, 
see De Stefano  (2018). 
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Fig. 7.3 Ethical concerns about care robots and the elderly 

As Fig. 7.3 shows, dignity is only one of five main ethical concerns identified 
in relation to care robots and the elderly. This is not unusual. It is often the case 
that several ethical values or principles need to be protected to achieve an optimal 
ethical outcome. These values may even conflict. For instance, it may be that the 
safety of a device could be increased through a more invasive collection of personal 
data. Stakeholders then have to weigh up the relative importance of safety versus the 
relative importance of privacy. It is in this weighing-up process that dignity may be 
an outlier value. 

As the founding principle of many constitutions around the world, dignity is 
often given precedence over all other values. For instance, in the Daschner case 
(Schroeder 2006), the German constitutional court ruled in 2004 that a threat of 
duress by police forces to extract information was an unacceptable violation of the 
dignity of a detainee, even though the police forces were as certain as they could be 
that the child kidnapper in their custody was the only person who could reveal the 
whereabouts of an 11-year old who might be starving in an undetected location.3 

The presiding judge noted: “Human dignity is inviolable. Nobody must be made into 
an object, a bundle of fear” (Rückert 2004, our translation). The inviolability of the 
value of dignity meant it took precedence over all other values, including what the 
police forces thought was the right to life of a child. 

If the power given to dignity in constitutional courts were to colour other moral 
debates, such as those on care robots and the elderly, important ethical factors might 
be ignored. Dignity could then indeed become a conversation stopper, overriding 
safety, privacy, autonomy and liability issues and moving discussions away from 
potential benefits. It has already been noted by Sharkey (2014) that (assistive) care 
robots can increase the wellbeing of elderly people by improving mobility and access 
to social interaction. Likewise, (monitoring) care robots can increase human well-
being by enabling elderly people to live independently for longer than otherwise 
possible. 

In the case of care robots, potential dignity issues therefore have to be treated as 
one of several ethical challenges, without being given privileged importance. Only 
then can the ethical risks for the technology be addressed proportionally in the context 
of serious social care staff shortages. Taking the UK as an example, around ten per 
cent of social care posts were vacant in 2020 and an additional need for 650,000 to

3 In fact, the child had already been killed by the kidnapper. 
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950,000 new adult social care jobs is anticipated by 2035 (Macdonald 2020). It is 
in this context that the development of care robots for the elderly might become an 
ethical goal in its own right. 

As a geriatric nurse commented, “Care robots don’t substitute for the human 
being—they help when no one else is there to help” (Wachsmuth 2018). 

Two aspects of the care robot discussion are useful when turning to sex robots. 
First, unless dealing with extreme dignity violations, such as torture, human traf-
ficking, slavery or reproductive manipulation (Bourcarde 2004), the ethical value 
of dignity should be treated as an equal among equals and not as an ethical value 
that automatically overrides all others. For instance, those who demand a ban on 
sex robots to promote the dignity of women and girls (Richardson 2015) seem to 
make a categorical claim without considering the ethical value of sexual autonomy. 
This position has been criticised from a range of angles, e.g. that it relies on unjus-
tified parallels to sex work or that it ignores the demand for male sex dolls and toys 
(Hancock 2020). 

The position we want to take here seeks to achieve the Aristotelian mean between 
two extremes that would, on the one hand, ban sex robots and, on the other, declare 
them an important service to humankind (see Fig. 7.2). Instead, the right to “pursue a 
satisfying, safe and pleasurable sexual life” (WHO n.d.a) may include the use of sex 
robots to foster sexual autonomy, while researchers and regulators should monitor 
both potential harms and potential benefits. 

Benefits could, for instance, involve improving “the satisfaction of the sexual 
needs of a user” (Fosch-Villaronga and Poulsen 2020) who might have difficulties 
accessing alternatives, thereby contributing to their health and wellbeing. 

Harms could range from very practical considerations, such as sexually trans-
mitted infections from sex robots employed by multiple users in commercial sex 
work settings (Hancock 2020), to seeking responses to actions that might be crimi-
nalised if a human person were involved. One of the most controversially discussed 
topics in this regard is child sex robots for use by paedophiles. 

In July 2014, the roboticist Ronald Arkin suggested that child sex robots could be used to 
treat those with paedophilic predilections in the same way that methadone is used to treat 
heroin addicts. … But most people seem to disagree with this idea, with legal authorities in 
both the UK and US taking steps to outlaw such devices. (Danaher 2019b) 

Using the UK example, since 2017, the Crown Prosecution Service has outlawed 
the import of child sex dolls, referring to the 1876 Customs Consolidation Act, which 
forbids the importation of obscene items (Danaher 2019a). This approach is appli-
cable to child sex robots, but other legal avenues have been suggested, in particular 
using the UK child protection framework or the UK’s 2003 Sexual Offences Act to 
forbid the use of child sex robots (Chatterjee 2020). On the other hand, “proponents 
of love and sex with robots would argue that a CSB [childlike sexbot] could have a 
twofold interest: protecting children from sexual predators and by the same token, 
treating the latter” (Behrendt 2018). One solution between the two extremes is to 
restrict the use of child sex robots to cases requiring medical authorisation and under 
strict medical supervision (ibid).
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It is noteworthy that the concept of harm rather than that of dignity is usually 
evoked in the case of child sex robots, which also leads to our conclusion. All ethical 
aspects that would normally be considered with an emerging technology have to be 
considered in the process so that dignity is not used as a conversation stopper in 
assessing this case. 

Robot technology may have moral implications, contribute to the loss of human contact, rein-
force existing socio-economic inequalities or fail in delivering good care. (Fosch-Villaronga 
and Poulsen 2020) 

We therefore argue that the use of sex robots should not be ruled out categorically 
based on dignity claims alone. 

7.4 Key Insights 

From the early days of drafting human rights instruments, dignity seems to be the 
concept that has succeeded in achieving consensus between highly diverse negotia-
tors (Schroeder 2012). One negotiator may interpret dignity from a religious perspec-
tive, another from a philosophical perspective and yet another from a pragmatic 
perspective (Tiedemann 2006). This is possible because dignity does not seem to 
be ideologically fixed in its meaning, and thus allows a basic consensus between 
different world views. 

This advantage could, however, become a problem in AI ethics debates that are 
concerned with human rights, if dignity considerations are given the power to over-
ride all other ethical values. While this would make perfect sense to human rights 
proponents in the case of extreme dignity violations such as torture, human traf-
ficking, slavery and reproductive manipulation (Bourcarde 2004), dignity is better 
seen as an equal among equals in AI ethics debates, especially given the risk of 
losing it altogether, an approach recommended by those who believe dignity is a 
mere slogan. 

The dignity of the elderly is an important consideration in the design and employ-
ment of care robots, but it should not be a conversation stopper in the case of sex 
robots. As with other ethical dilemmas, the full spectrum of potential benefits and 
harms needs to be considered using all relevant ethical values. In the case of sex 
robots this can range from the empowerment of “persons with disabilities and older 
adults to exercise their sexual rights, which are too often disregarded in society” 
(Fosch-Villaronga and Poulsen 2020) to restrictive regulation for sex robots that 
enable behaviour that would be criminal in sex work (Danaher 2019b).
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Chapter 8 
AI for Good and the SDGs 

Abstract In 2015, 193 nations came together to agree Agenda 2030: 17 goals 
ranging from the elimination of poverty to the building of partnerships to achieve 
those goals. The spirit of the UN Sustainable Development Goals (SDGs) is to leave 
no one behind. Artificial intelligence (AI) has a great potential to assist in reaching 
the SDGs. For instance, using algorithms on new and vast agricultural data sets 
can improve the efficiency of agriculture practices and thereby contribute to SDG 1, 
“Zero hunger”. However, the high energy consumption, computational resources and 
levels of expertise required for AI can exacerbate existing inequalities. At the same 
time, potentially useful AI applications such as seasonal climate forecasting have led 
to the accelerated laying off of workers in Peru and credit denial to poor farmers in 
Zimbabwe and Brazil. If AI for Good is to be truly realised, AI’s potential to worsen 
inequality, to overexploit resources, to be undertaken through “helicopter research” 
and to focus on SDG issues relevant mainly to high-income countries must be over-
come, ideally in close collaboration and engagement with potential beneficiaries in 
resource-limited settings. 

Keywords AI for good · AI ethics · SDGs · Helicopter research 

8.1 Introduction 

Artificial intelligence (AI) is one of the few emerging technologies that are very 
prominently linked to the UN Sustainable Development Goals (SDGs) (UN n.d.a). 
Through 17 goals and 169 targets, 193 nations resolved “to end poverty and hunger 
everywhere; to combat inequalities within and among countries; [and] to build 
peaceful, just and inclusive societies” by 2030 (UN 2015). One could perhaps even 
argue that AI has been linked directly to international justice and sustainability 
through the SDGs. 

“AI for Good” is a UN-led digital platform1 that identifies AI solutions to prob-
lems relevant to the SDGs. The site offers mostly information about big data sets

1 https://ai4good.org/. 
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provided as links to other sites. For instance, data sets on primary energy produc-
tion and consumption as well as renewable energy data are provided in relation to 
SDG 7, “Affordable and clean energy”. More unusual links from the AI for Good plat-
form include AI-generated photographs designed to increase empathy with distant 
strangers. To achieve this increase in empathy, AI calculations transformed pictures 
of a Boston neighbourhood into images reminiscent of a war-ravaged Syrian city. 
The results of this DeepEmpathy project were linked to the AI for Good site under 
SDG 1, “Zero poverty” (Scalable Cooperation n.d.). 

A similar initiative, AI for SDGs,2 led by the Chinese Academy of Sciences, 
also collates projects from around the world, mapped onto individual SDGs. For 
instance, an Irish project using remote sensing data, Microsoft Geo AI Data Science 
Virtual Machines and GIS mapping “to develop machine learning models that can 
identify agricultural practices” leading to a decline of bees was linked to SDG 2, 
“Zero hunger”, and SDG 15, “Life on land” (AI for SDGs Think Tank 2019). 

Many philosophers and ethicists make a distinction between doing no harm 
and doing good. Prominently, Immanuel Kant distinguished the two by referring 
to perfect and imperfect duties. According to Kant, certain actions such as lying, 
stealing and making false promises can never be justified, and it is a perfect duty 
not to commit those acts (Kant 1965: 14f [397f]). Even without understanding the 
complicated Kantian justification for perfect duties (categorical imperatives, ibid 42f 
[421f]), one should find complying with this ethical requirement straightforward, by 
doing no intentional harm. Imperfect duties, on the other hand, are more difficult to 
comply with, as they are open-ended. Kant also calls them virtue-based (Kant 1990: 
28f [394f]). How much help to offer to the needy is a typical example. Until one has 
exhausted one’s own resources? Or by giving 10% of one’s own wealth? 

This Kantian distinction is also prominent in the law and everyday morality; 
as “in both law and ordinary moral reasoning, the avoidance of harm has priority 
over the provision of benefit” (Keating 2018). AI for Good would then fall into the 
second category, providing benefits, and by implication become an area of ethics and 
morality, which is more difficult to assess. 

Both case studies are examples of trying to provide benefits. However, as they are 
drawn from the real world, they blur the lines of the Kantian distinctions. The first case 
study also illustrates direct harm to vulnerable populations, and the second illustrates 
a high likelihood of potential harm and a lack of care and equity in international 
collaboration. 

While the intentionality of harm is decisive for Kant when assessing moral actions, 
lack of due diligence or care has long been identified as a shortcoming in ethical action 
(Bonnitcha and McCorquodale 2017). (Kant famously said that there is nothing in 
the world that is ethical or good per se other than a good will—Kant 1965: 10 [393].) 
Similarly, the 2000-year-old “Primum non nocere, secundum cavere, tertium sanare” 
(Do no harm, then act cautiously, then heal) (Weckbecker 2018) has been employed in 
the twenty-first century to describe responsible leadership in business and innovation 
(Leisinger 2018: 120–122). Technologies can often be used for purposes that were not

2 https://ai-for-sdgs.academy/. 
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originally foreseen or intended, which is why responsiveness and care are required 
in responsible innovation today (Owen et al. 2013: 35). 

8.2 Cases of AI for Good or Not? 

“Farming 4.0”, “precision agriculture” and “precision farming” (Auernhammer 
2001) are all terms used to express, among other things, the employment of big 
data and AI in agriculture. The International Society of Precision Agriculture has 
defined precision agriculture as follows: 

Precision agriculture is a management strategy that gathers, processes and analyzes temporal, 
spatial and individual data and combines it with other information to support manage-
ment decisions according to estimated variability for improved resource use efficiency, 
productivity, quality, profitability and sustainability of agricultural production. (ISPA n.d.) 

Precision agriculture even has its own academic journal, which covers topics from 
machine learning methods for crop yield prediction (Burdett and Wellen 2022) to  
neural networks for irrigation management (Jimenez et al. 2021). 

In the service of precision agriculture, AI is useful, for example, in processing vast 
data amounts for weather forecasting, climate monitoring and decadal predictions 
(climate predictions of up to a decade) with the ultimate aim of increasing forecast 
quality (Dewitte et al. 2021). Examples of the benefits of increased forecast quality 
could be earlier evacuation in the case of severe weather incidents such as tornados 
and reduced irrigation if future rainfall could be forecast with high precision. 

8.2.1 Case 1: Seasonal Climate Forecasting 
in Resource-Limited Settings 

Seasonal climate forecasting (SCF) is used to predict severe weather, such as droughts 
and floods, in order to provide policymakers and farmers with the means to address 
problems in an anticipatory rather than a reactive manner (Klemm and McPherson 
2017). Lemos and Dilling (2007) have argued that the benefits of SCF mostly reach 
those “that are already more resilient, or more resource-rich … in terms of … ability 
to cope with hazards and disasters”. By contrast, those who are most at risk of being 
pushed below the poverty line by severe weather have been harmed in cases in 
Zimbabwe, Brazil and Peru. In Zimbabwe and Brazil, poor farmers were denied 
credit after SCF results predicted a drought (ibid). In Zimbabwe, “misinterpretation 
of the probabilistic nature of the forecast by the banking sector” might have played a 
role in decision-making about credits (Hammer et al. 2001). SCF forecasting in Peru 
also led to accelerated layoffs of workers in the fishing industry due to “a forecast of 
El Niño and the prospect of a weak season.” (Lemos and Dilling 2007)
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Agenda 2030, the underlying framework for the SDGs, makes the following 
commitment: “Leave no one behind” (UNSDG n.d.). The case above shows that 
some of those most in need of not being left behind have suffered as a result of new 
seasonal climate forecasting techniques. 

SDG 9 focuses on fostering innovation and notes in its first target that affordable 
and equitable access to innovation for all should be aimed for (UN n.d.a). While the 
above cases from Zimbabwe, Brazil and Peru precede the SDGs, the potential for AI 
to “exacerbate inequality” has since been identified as a major concern for Agenda 
2030 (Vinuesa et al. 2020). We will return to this problem after the second case. 

8.2.2 Case 2: “Helicopter Research” 

In 2014, a research team from higher-income countries requested access to vast 
amounts of mobile phone data from users in Sierra Leone, Guinea and Liberia to 
track population movements during the Ebola crisis. They argued that the value of 
such data was undeniable in the public health context of the Ebola crisis (Wesolowski 
2014). Other researchers disagreed and maintained that quantified population move-
ments would not reveal how the Ebola virus spread (Maxmen 2019). As no ethics 
guidelines on providing access to mobile phone data existed in Sierra Leone, Guinea 
and Liberia, government time was spent deliberating whether to provide such access. 
This time expended on debating access rights, it was argued, “could have been better 
spent handling the escalating crisis” (ibid). Liberia decided to deny access owing to 
privacy concerns (ibid) and the research was undertaken on mobile phone data from 
Sierra Leone. The data showed that fewer people travelled during the Ebola travel 
ban, but it did not assist in tracking Ebola. (ibid) 

One could analyse this case ethically from a harm perspective too, if valuable 
government time was indeed lost that could have been used to handle the Ebola crisis, 
as one case commentator argued. One could also analyse it in the context of potential 
harm from privacy breaches when researchers obtain big data sets from countries that 
have limited means to ensure privacy, especially during a crisis. So-called data-for-
good projects have “analysed calls from tens of millions of phone owners in Pakistan, 
Bangladesh, Kenya and at least two dozen other low- and middle-income nations” 
(Maxmen 2019) and it has been argued that 

concerns are rising over the lack of consent involved; the potential for breaches of privacy, 
even from anonymized data sets; and the possibility of misuse by commercial or government 
entities interested in surveillance. (ibid) 

However, we will analyse the case from the perspective of “helicopter research”, 
defined thus: 

The practice of Global North … researchers making roundtrips to the Global South … to 
collect materials and then process, analyze, and publish results with little to no involvement 
from local collaborators is referred to as “helicopter research” or “parachute research”. 
(Haelewaters et al. 2021)
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Helicopter research thrives in crisis. For instance, during the same 2014 Ebola 
crisis a social scientist from the North collected social science data without obtaining 
ethics approval for his research, taking undue advantage of the fragile national regu-
latory framework for overseeing research (Tegli 2017). Before the publication of 
his results, the researcher realised that he would need research ethics approval to 
publish. He had already left the country and asked a research assistant to make the 
case for retrospective approval. The approval was denied by the relevant research 
ethics committee (ibid). 

One of the main problems of helicopter research is the lack of involvement of local 
researchers, potentially leading to colonial assumptions about what will help another 
country best. Often benefits for researchers from the Global North are clear (e.g. 
access to data, publications, research grants), while benefits might not materialise 
at all locally, in the Global South (Schroeder et al. 2021). We will return to this in 
the next section, but here, in the context of obtaining large-scale phone data during 
a crisis, we can cite a news feature in Nature reporting that 

researchers … say they have witnessed the roll-out of too many technological experi-
ments during crises that don’t help the people who most need it. … [A] digital-governance 
researcher … cautions that crises can be used as an excuse to rapidly analyse call records 
without frameworks first being used to evaluate their worth or to assess potential harms. 
(Maxmen 2019) 

8.3 Ethical Questions Concerning AI for Good 
and the SDGs 

At first sight, AI for Good seems to deserve celebration, especially when linked to the 
SDGs. And it is likely that praise is warranted for many efforts, possibly most (Caine 
2020). However, the spectre of inequities and unintended harm due to helicopter 
research or a lack of due diligence looms large. AI for Good may be reminiscent of 
other efforts where technological solutions have been given precedence over alter-
natives and where local collaborators have not been consulted, or have even been 
excluded from contributing. 

Another similarly named movement is called GM for Good,3 and examples of 
helicopter research on the application of genetically modified (GM) technologies in 
resource-limited settings are not hard to find. 

In 2014, a US university aimed to produce a transgenic banana containing beta-
carotene to address vitamin A deficiency in Uganda. Later the research was aban-
doned for ethical reasons. During the human food trials conducted among US-based 
students, safety issues and undue inducement concerns materialised. However, the 
study also raised concerns in Uganda, in particular about the potential release of a 
transgenic fruit, the risks of undermining local food and cultural systems, and the 
risks of reducing banana agrobiodiversity. Uganda is home to non-modified banana

3 https://gm4good.org/. 
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varieties that are already higher in beta-carotene than the proposed transgenic variety. 
Uninvited intrusions into local food systems that were not matched to local needs 
were unwelcome and considered inappropriate (Van Niekerk and Wynberg 2018). 

Analysing the problems of building GM solutions for populations on the poverty 
line, Kettenburg et al. (2018) made the following suggestion in the context of Golden 
Rice, another contentious example (Kettenburg et al. 2018): 

To transcend the reductionism of regarding rice as mere nutrient provider, neglecting its 
place in the eco- and cultural system … and of describing vitamin A-deficient populations 
as passive victims … we propose to reframe the question: from “how do we create a rice 
plant producing beta-carotene?” … to “how do we foster the well-being of people affected 
by malnutrition, both in short and long terms?” 

AI for Good can also be susceptible to the weaknesses of helicopter research and 
reductionism for the following five reasons. 

8.3.1 The Data Desert or the Uneven Distribution of Data 
Availability 

AI relies on data. Machine learning and neural networks are only possible with the 
input of data. Data is also a highly valuable resource (see Chap. 4 on surveillance 
capitalism). In this context, a South African report speaks of the “data desert”, with 
worrying figures such as that statistical capacity has decreased over the past 15 years 
in 11 out of 48 African countries (University of Pretoria 2018: 31). This is highly 
relevant to the use of AI in the context of SDGs. For instance, Case 1 used the records 
of mobile phone calls during a crisis to track population movements. “However, 
vulnerable populations are less likely to have access to mobile devices” (Rosman 
and Carman 2021). 

The data desert has at least two implications. First, if local capacity is not available 
to generate a sufficient amount of data for AI applications in resource-limited settings, 
it might have to be generated by outsiders, for example researchers from the Global 
North “helicoptering” into the region. Second, such helicopter research has then the 
potential to increase the digital divide, as local capacities are left undeveloped. (See 
below for more on the digital divide.) In this context, Shamika N Sirimanne, Director 
of Technology and Logistics for the UN Conference on Trade and Development, says, 
“As the digital economy grows, a data-related divide is compounding the digital 
divide” (UNCTAD 2021).
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8.3.2 The Application of Double Standards 

Helicopter research can in effect be research that is only carried out in lower-income 
settings, as it would not be permitted, or would be severely restricted, in higher-
income settings, for instance due to the potential for privacy breaches from the large-
scale processing of mobile phone records. For example, there is no evidence in the 
literature of any phone tracking research having been used during the catastrophic 
2021 German floods in the Ahr district, even though almost 200 people died and it 
took weeks to track all the deceased and all the survivors (Fitzgerald et al. 2021). 
One could speculate that it would have been very hard to obtain consent to gather 
mobile phone data, even anonymised data, for research from a German population, 
even in a crisis setting. 

8.3.3 Ignoring the Social Determinants of the Problems 
the SDGs Try to Solve 

SDG 2 “Zero hunger” refers to a long-standing problem that Nobel economics 
laureate Amartya Sen ascribed to entitlement failure rather than a shortage of food 
availability (Sen 1983). He used the Bengal famine of 1943 to show that the region 
had more food in 1943 than in 1941, when no famine was experienced. To simplify 
the argument, the first case study above could be called a study of how the social 
determinants of hunger were ignored. By trying to improve the forecasting of severe 
weather in order to give policymakers and farmers options for action in anticipation 
of failed crops, SCF overlooks the fact that this information, in the hands of banks 
and employers, could make matters even worse for small-scale farmers and seasonal 
labourers. That is because the latter have no resilience or resources for addressing 
food shortages (Lemos and Dilling 2007), the social determinants of hunger. 

Another example. An AI application has been developed that identifies potential 
candidates for pre-exposure prophylaxis in the case of HIV (Marcus et al. 2020). 
Pre-exposure prophylaxis refers to the intake of medication to prevent infection with 
HIV. However, those who might need the prophylaxis the most can experience major 
adherence problems related to SDG 2 “Zero hunger”, such as this patient explained. 

When you take these drugs, you feel so hungry. They are so powerful. If you take them on 
an empty stomach they just burn. I found that sometimes I would just skip the drugs, but 
not tell anyone. These are some of the things that make it difficult to survive. (Nagata et al. 
2012) 

An AI solution on its own, without reference to the social determinants of health 
such as local food security, might therefore not succeed for the most vulnerable 
segments of populations in resource-limited settings. The type of reductionism 
attributed to Golden Rice and the Uganda banana scenario described above is likely to 
occur as well when AI for Good researchers tackle SDGs without local collaborators, 
which leads to yet another challenge, taking Africa as an example.
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8.3.4 The Elephant in the Room: The Digital Divide 
and the Shortage of AI Talent 

AI depends on high quality broadband. This creates an obvious problem for Africa: given 
the continent’s many connectivity challenges, people must be brought online before they can 
fully leverage the benefits of AI. (University of Pretoria 2018: 27) 

Only an estimated 10% of Africans in rural areas have access to the internet, a 
figure that goes up to just 22% for urban populations (ibid). These figures are dramatic 
enough, but the ability to develop AI is another matter altogether. Analysing the 
potential of AI to contribute to achieving the SDGs, a United Nations Development 
Programme (UNDP) publication notes that the “chronic shortage of talent able to 
improve AI capabilities, improve models, and implement solutions” is a critical 
bottleneck (Chui et al. 2019). 

Chronic shortage of AI talent is a worldwide challenge, even for large commercial 
set-ups. For instance, DeLoitte has commented that “companies [in the US] across 
all industries have been scrambling to secure top AI talent from a pool that’s not 
growing fast enough.” (Jarvis 2020) Potential new staff with AI capabilities are even 
lured from universities before completing their degrees to fill the shortage (Kamil 
2019). 

At the same time, a partnership such as 2030Vision, whose focus is the potential 
for AI to contribute to achieving the SDGs, is clear about what that requires. 

Training significantly more people in the development and use of AI is essential … We need to 
ensure we are training and supporting people to apply AI to the SDGs, as these fields are less 
lucrative than more commercially-oriented sectors (e.g. defense and medicine). (2030Vision 
2019: 17) 

Yet even universities in high-income countries are struggling to educate the next 
generation of AI specialists. In the context of the shortage of AI talent, one university 
executive speaks of “a ‘missing generation’ of academics who would normally teach 
students and be the creative force behind research projects”, but who are now working 
outside of the university sector (Kamil 2019). 

To avoid the potential reductionism of helicopter research in AI for Good, local 
collaborators are essential, yet these need to be competent local collaborators who 
are trained in the technology. This is a significant challenge for AI, owing to the 
serious shortage of workers, never mind trainers. 

8.3.5 Wider Unresolved Challenges Where AI and the SDGs 
Are in Conflict 

Taking an even broader perspective, AI and other information and communication 
technologies (ICTs) might challenge rather than support the achievement of SDG 13, 
which focuses on climate change. Estimates of electricity needs suggest that “up to
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20% of the global electricity demand by 2030” might be taken up by AI and other 
ICTs, a much higher figure than today’s 1% (Vinuesa et al. 2020). 

An article in Nature argues that AI-powered technologies have a great potential 
to create wealth, yet argues that this wealth “may go mainly to those already well-off 
and educated while … others [are left] worse off” (ibid). The five challenges facing 
AI for Good that we have enumerated above must be seen in this context. 

Preventing helicopter research and unintentional harm to vulnerable populations 
in resource-limited settings is one of the main aims of the Global Code of Conduct 
for Research in Resource-Poor Settings (TRUST 2018) (see also Schroeder 2019). 
Close collaboration with local partners and communities throughout all research 
phases is its key ingredient. As we went to press, the journal Nature followed major 
funders (e.g. the European Commission) and adopted the code in an effort “to improve 
inclusion and ethics in global research collaborations” and “to dismantle systemic 
legacies of exclusion” (Nature 2022). 

8.4 Key Insights 

Efforts by AI for Good are contributing to the achievement of Agenda 2030 against 
the background of a major digital divide and a shortage of AI talent, potentially 
leading to helicopter research that is not tailored to local needs. This digital divide is 
just one small phenomenon characteristic of a world that distributes its opportunities 
extremely unequally. According to Jeffrey Sachs, “there is enough in the world for 
everyone to live free of poverty and it won’t require a big effort on the part of 
big countries to help poor ones” (Xinhua 2018). But this help cannot be dispensed 
colonial-style to be effective; it has to be delivered in equitable collaborations with 
local partners and potential beneficiaries. 

What all the challenges facing AI for Good described in this chapter have in 
common is the lack of equitable partnerships between those who are seeking solutions 
for the SDGs and those who are meant to benefit from the solutions. The small-scale 
farmers and seasonal workers whose livelihoods are endangered as a result of the 
application of seasonal climate forecasting, as well as the populations whose mobile 
phone data are used without proper privacy governance, are meant to be beneficiaries 
of AI for Good activities, yet they are not. 

A saying usually attributed to Mahatma Gandhi expresses it this way: “Whatever 
you do for me but without me, you do against me.” To make AI for Good truly good 
for the SDGs, AI’s potential to “exacerbate inequality”, its potential for the “over-
exploitation of resources” and its focus on “SDG issues that are mainly relevant in 
those nations where most AI researchers live and work” (Vinuesa et al. 2020) must  
be monitored and counteracted, ideally in close collaboration and engagement with 
potential beneficiaries in resource-limited settings.
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Chapter 9 
The Ethics of Artificial Intelligence: 
A Conclusion 

Abstract The concluding chapter highlights broader lessons that can be learned 
from the artificial intelligence (AI) cases discussed in the book. It underlines the fact 
that, in many cases, it is not so much the technology itself that is the root cause of 
ethical concerns but the way it is applied in practice and its reliability. In addition, 
many of the cases do not differ radically from ethics cases related to other novel 
technologies, even though the use of AI can exacerbate existing concerns. Ethical 
issues can rarely be resolved to everybody’s full satisfaction, not least because they 
often involve the balancing of competing goods. What is essential is space for human 
reflection and decision-making within the use of AI. Questions about what we can 
and should do, why we should act in particular ways and how we evaluate the ethical 
quality of our actions and their outcomes are part of what it means to be human. Even 
though Immanuel Kant believed that a good will is the only thing in the world that is 
ethical per se, a good will alone does not suffice where complex consequences may 
not be obvious. The complex nature of AI systems and their interaction with their 
human, social and natural environment require constant vigilance and human input. 

Keywords AI ethics · Socio-technical systems · AI ecosystem · Solutions ·
Mitigation 

This book of case studies on ethical issues in artificial intelligence (AI), and strategies 
and tools to overcome them, has provided an opportunity for learning about AI ethics. 
Importantly, it has also shown that AI ethics does not normally deal with clear-cut 
cases. While some cases provide examples of events that are obviously wrong from 
an ethical perspective, such cases are often about the reliability of the technology. 
For instance, it is obvious that AI-enabled robots should not present health, safety 
and security risks for users such as the death of a passenger in a self-driving car, or 
the smart-home system which allowed a man-in-the-middle attack. More difficult are 
cases where deliberation on the ethical pros and cons does not provide an immediate 
answer for the best approach—for instance, where robot use in elderly care reduces 
pressure on seriously overstretched staff but outsources important human contact
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to machines, or where sex robots can be seen as violating the dignity of humans 
(especially girls and women) but at the same time helping realise sexual rights. 

Looking at the cases across the different example domains in this book, one can 
make some general observations. The first refers to the application context of AI. 
Our case studies have aimed to be grounded in existing or realistic AI technolo-
gies, notably currently relevant machine learning. The ethical relevance of the cases, 
however, is almost always linked to the way in which the machine learning tool is 
applied and integrated into larger systems. The ethical concerns, then, are not focused 
on AI but on the way in which AI is used and the consequences this use has. For 
instance, the unfair dismissal case (Chap. 7) and the gender bias case (Chap. 2) are  
about the application of AI. Both the dismissal of staff without human input into 
the sequence and the training of AI devices on gender-biased CVs are about the use 
of AI. This is not to suggest that AI is an ethically neutral tool, but rather to high-
light that the broader context of AI use, which includes existing moral preferences, 
social practices and formal regulation, cannot be ignored when undertaking ethical 
reflection and analysis. 

This raises the question: how do AI ethics cases differ from other cases of tech-
nology ethics? As a first approximation it is probably fair to say that they usually do 
not differ radically. Many of the ethics case studies we present here are not fundamen-
tally novel and we do not introduce issues that have never been considered before. 
For instance, the digital divide discussed in Chap. 8 has been debated for decades. 
However, the use of AI can exacerbate existing concerns and heighten established 
problems. 

AI in its currently predominant form of machine learning has some characteris-
tics that set it apart from other technologies, notably its apparent ability to classify 
phenomena, which allows it to make or suggest decisions, for example when an 
autonomous vehicle decides to brake because it classifies an object as an obstacle in 
the road, or when a law enforcement system classifies an offender as likely to commit 
a further crime despite a model rehabilitation record. This is often seen as an example 
of AI autonomy. It is important, however, to see that this autonomy is not an intrinsic 
part of the machine learning model but an element of the way it is integrated into the 
broader socio-technical system, which may or may not allow these classifications in 
the model to affect social reality. Autonomy is thus a function not of AI, but of the 
way in which AI is implemented and integrated into other systems. Ibrahim Diallo 
might not have been dismissed by a machine and escorted from the company building 
like a thief (see Chap. 7) if the AI system had been more transparent and required 
more human input into the dismissal process. 

Indeed, another characteristic of current AI based on neural networks is their 
opacity. It is precisely the strength of AI that it can produce classifications without 
humans having to implement a model; that is, the system develops its own model. 
This machine learning model is frequently difficult or impossible for humans to 
scrutinise and understand. Opacity of this kind is often described as a problem and 
various approaches around explainable AI are meant to address it and give mean-
ingful insight into what happens within an AI system. This raises questions about 
what constitutes explainability and explanations more broadly, including questions
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about the explainability of ethical decisions: questions that may open up new avenues 
in moral philosophy. And while explainability is generally agreed to be an important 
aspect of AI ethics, one should concede that most individuals have as little under-
standing of how their internal combustion engine or microwave oven works as they 
have of the internal workings of an AI system they are exposed to. For internal 
combustion engines and microwave ovens, we have found ways to deal with them 
that address ethical concerns, which raises the question: how can similar approaches 
be found and implemented for AI? 

A final characteristic of current AI systems is the need for large data sets in the 
training and validating of models. This raises questions about ownership of and 
access to data that relate to the existing distribution of economic resources, as shown 
in Chap. 4. As data sets often consist of personal data, they may create the potential for 
new threats and aggravate privacy and data protection harms. This may also entrench 
power imbalances, giving more power to those who control such information. Access 
to data may also be misused to poison models, which can then be used for nefarious 
purposes. But while AI offers new mechanisms to misuse technology, misuse itself 
is certainly not a new phenomenon. 

What overarching conclusions can one draw from this collection of cases of ethi-
cally problematic uses of AI and the various interpretations of these issues and 
proposed responses and mitigation strategies? 

A first point worth highlighting is that human interaction typically results in ethical 
questions. Adding AI to human interaction can change the specific ethical issues, but 
will not resolve all ethical issues or introduce completely unexpected ones. Ethical 
reflection on questions of what we can and should do, why we should act in particular 
ways and how we evaluate the ethical quality of our actions and their outcomes are 
part of what it means to be human. Even though Immanuel Kant believed that a good 
will is the only thing in the world that is ethical per se, a good will alone does not 
suffice where complex consequences may not be immediately obvious. For instance, 
as shown in Chap. 8 about AI for Good, the most vulnerable populations might be 
hit harder by climate change, rather than helped, as a result of the use of AI-based 
systems. This was the case with small-scale farmers in Brazil and Zimbabwe who 
were not granted credit to cope with climate change by bank managers who had 
access to forecasts from seasonal climate prediction. Likewise, seasonal workers 
in Peru were laid off earlier based on seasonal climate forecasting. In these cases, 
helicopter research to aid vulnerable populations in resource-limited settings ought 
to be avoided, as local collaborators are likely to be in a better position to predict 
impacts on vulnerable populations. 

Ethical issues can rarely be resolved to everybody’s full satisfaction, not least 
because they often involve the balancing of competing goods. AI raises questions 
such as how to balance possible crime reduction through better prediction against 
possible discrimination towards disadvantaged people. How do we compare access 
to novel AI-driven tools with the ability and motivations of the tool holders to benefit 
from the use of our personal data? Or what about the possibility of improving medical 
diagnoses amid crippling human resource shortages versus the downsides of auto-
mated misdiagnosis? Can an uncertain chance of fighting a pandemic through AI
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analysis justify large-scale data collection? How could one justify the deployment 
of AI in resource-limited areas in the light of the intrinsic uncertainty and unpre-
dictability of the consequences this may have on different parts of the population? 
What about the elderly lady whose only companion is a pet robot? All our cases can 
be described in terms of such competing goods, and it is rarely that a simple response 
can be given. The conclusion to be drawn from this is that awareness of ethical issues 
and the ability and willingness to reflect on them continuously need to be recognised 
as a necessary skill of living in technology-driven societies. 

Another conclusion to be drawn from our examples is that the nature of AI as a 
system needs to be appreciated and included explicitly in ethical reasoning. AI is 
never a stand-alone artefact but is always integrated into larger technical systems 
that form components of broader socio-technical systems ranging from small-scale 
local systems in individual organisations all the way up to global systems such as air 
traffic control or supply chains. This systemic nature of AI means that it is typically 
impossible to predict the consequences of AI use accurately. That is a problem for 
ethical theory, which tends to work on the assumption that consequences of actions 
are either determined or at least statistically distributed in a way that can be accurately 
described. One consequence of this lack of clear causal chains in large-scale socio-
technical systems is that philosophy could aim to find new ways of ethical reflection 
of systems. 

In practice, however, as our description of the responses to the cases has shown, 
there is already a significant number of responses that promise to be able to lead 
to a better understanding of AI ethics and to address ethical issues. These range 
from individual awareness, AI impact assessments, ethics-by-design approaches, the 
involvement of local collaborators in resource-limited settings and technical solutions 
such as those linked to AI explainability, all the way to legal remedies, liability 
rules and the setting up of new regulators. None of these is a panacea which can 
address the entire scope of AI ethics by itself, but collectively and taken together 
they offer a good chance to pre-empt the significant ethical problems or prevent them 
from having disastrous consequences. AI ethics as systems ethics provides a set of 
ethical responses. A key challenge that we face now is to orchestrate existing ethical 
approaches in a useful manner for societal benefit. 

AI ethics as an ethics that takes systems theory seriously will need to find ways 
to bring together the approaches and responses to ethical challenges that we have 
presented. The responses and mitigation strategies put forward here do not claim 
to be comprehensive. There are many others, including professional bodies, stan-
dardisation, certification and the use of AI incident databases, to name but a few. 
Many of these already exist, and some are being developed and tailored for their 
application to AI. The significant challenge will be to orchestrate them in a way 
that is open, transparent and subject to debate and questioning, while at the same 
time oriented towards action and practical outcomes. Regulation and legislation will 
likely play a key role here, for example the European Union’s Artificial Intelligence 
Act proposal, but other regulatory interventions, such as the creation of AI regula-
tors, may prove important (Stahl et al. 2022). However, it is not just the national 
and international policymakers that have to play a role here. Organisations, industry
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associations, professional bodies, trade unions, universities, ethics committees, the 
media and civil society need to contribute. All these activities are based on the effort 
and contributions of individuals who are willing to participate in these efforts and 
prepared to reflect critically on their actions. 

Tackling AI ethics challenges is no simple matter, and we should not expect to 
be able to solve all ethical issues. Instead, we should recognise that dealing with 
ethics is part of what humans do and that the use of technology can add complexity 
to traditional or well-known ethical questions. We should furthermore recognise that 
AI ethics often cannot be distinguished from the ethics of technology in general, or 
from ethical issues related to other digital and non-digital technologies. But at the 
same time, it has its peculiarities that need to be duly considered. 

Our aim in this book has been to encourage reflection on some interesting cases 
involving AI ethics. We hope that the reader has gained insights into dealing with 
these issues, and understands that ethical issues of technology must be reflected upon 
and pursued with vigilance, as long as humans use technology. 
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